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Lecture 4: Epistemology and Determinateness
1. I have claimed that there are irreducibly normative truths about reasons, and that the essential normative element such truths is a relation R(p, x, c, a) that holds between a fact, an agent in certain circumstances, and an action or attitude. The idea that there are truths about when this relation holds, does not, I argued, have troubling metaphysical implications. To claim that something is a reason is just to claim that it bears this relation to some agent and action: nothing more. No metaphysically weightier property is required in order for truths about reasons to have the significance we attach to them. Nor, I have argued, is it puzzling why (most) normative facts supervene on facts about the natural world.

But if truths about reasons represent a sui generis class of facts, distinct from natural facts, it may seem puzzling how we could come to know such facts. John Mackie, for example, claims that if we were aware of these facts “it would have to be by some special faculty of moral perception or intuition, utterly different from our ordinary ways of knowing everything else.” He continues

When we ask the awkward question, how we can be aware of this authoritative prescriptivity, of the truth of these distinctively ethical premises or of the cogency of this distinctively ethical pattern of reasoning, none of our ordinary accounts of sensory perception or introspection or the framing and confirming of explanatory hypotheses or inference or logical construction or conceptual analysis, or any combination of these, will provide a satisfactory answer; ‘a special sort of intuition’ is a lame answer, but it is the one to which the clear headed objectivist is compelled to resort.

Mackie is here talking about objective ethical truths, but as I said in Lecture 2, I believe he would say the same about normative truths in general. A satisfactory response to this objection will have two components, one negative, one positive. The negative component consists in arguing against the idea that normative facts would be a special kind of entity, which we could “get in touch with” only through a faculty analogous to sensory perception. The positive component would be an account of the kind of thinking through which we can come to know normative truths.
What gives rise to distinctive epistemological questions about empirical knowledge, and makes a causal theory of knowledge seem like an appropriate answer to these questions, is the fact that it is part of the content of most empirical judgments that they are about objects that are distant from us in space. If information is to get from them to us, how is this to happen but by their having a causal impact on our sensory surfaces? Transfer of information by a non-causal process—some form of "intuition"—would be a strange and implausible alternative.

But things are quite different in the case of normative facts and mathematical facts. Nothing in the content of normative or mathematical judgments suggests that they are about objects with any particular spatio-temporal location at all, hence in particular not one "outside of us." But if these facts have no spatio-temporal location this may be taken as ground for thinking that there is, after all, a special problem about how we could come to know them. For if these facts are "outside of space and time" the problem of explaining how information could get from them to us seems even greater than in the case of empirical truths. No causal link can bridge the gap, so some mysterious form of intuition seems to be required. But here the spatial metaphor has simply gotten out of hand. The idea of a region of existence "outside of space and time," and hence more inaccessible to us, is one we should not accept. If we reject this metaphor, however, we are still left with the question of how we discover truths about such matters.

It seems that we can discover normative truths and mathematical truths simply by thinking about these subjects in the right way.
 Turning to the positive component of a satisfactory response to Mackie’s objection we need to describe these “ways of thinking” in a way that makes plausible the claim that they are ways of arriving at knowledge about the subject matters in question.
In order to do this, we need first to provide a general characterization of these domains in in their own terms (i.e. in normative, or mathematical terms.) Such an overall account of the subject can help us to see what thinking about that subject involves, and thereby to see why more specific principles are valid. Ideally, it could also respond to a problem mentioned in Lectures 2 and 3 by providing assurance that all or at least many statements about the subject in question have determinate truth values, whether we can discover them or not, and that these truth values are “independent of us.” As will be clear from the examples I will go on to discuss, overall accounts of a subject can vary greatly in the degree to which they achieve these aims, in particular in the degree of support they provide to the idea that statements about that subject matter have determinate truth values.
The urge to do justice to the idea that normative statements, or mathematical statements, have determinate truth-values independent of us is one thing that draws people toward metaphysically thicker ideas of normative or mathematical facts. This fuels epistemological worries about how we could be in touch with such facts, in reaction to which it becomes appealing to interpret these facts as dependent on us—creations of our thinking or our will—and therefore accessible by us.
In order to avoid this cycle, what is needed is an overall account of the subject matter of a domain that fits with a plausible epistemology in the right way. That is, an account that makes clear how we can arrive at knowledge of that subject by thinking about it in the right way while also allowing for the possibility that some facts about the subject may outrun our ability to discover them, thereby avoiding an implausible verificationism.
A natural objection to this strategy for dealing with the tension between epistemology and realism is that it just pushes the epistemological problem back one step. An overall account of the kind I have been imagining of the normative or mathematical domain will itself be a very general normative or mathematical claim. So there remains the question of how we can know this claim to be true. The response I will offer is that (given the adequacy of what I called above the negative component of a response to Mackie’s challenge) the method of Reflective Equilibrium provides a satisfactory answer to this problem.
The problems I have been discussing at a very abstract level arise in very similar ways with regard to both mathematical facts and normative facts, despite the important differences between these domains. In the next section I will discuss in more detail how they arise for set theory, which seems to me to present a particularly clear example. In section 3, I will discuss the method of Reflective Equilibrium, and defend the claim that it is the appropriate response to the problem just mentioned. Turning then in Section 4 to the problems of normative truths and knowledge of them, I will argue that the general conclusions reached in the case of set theory carry over to the normative domain, but that the prospects for finding a satisfactory overall account of that domain are much more limited.
2. There is not a greater epistemological problem about mathematical judgments than about empirical ones, but a problem or problems of a different kind. The problem is not how we could “be in touch with” the abstract structures that mathematics is about, but how we can characterize these structures in a way that makes clear which principles and modes of reasoning about them are valid, and that supports the idea that questions about them have determinate truth values.
The subject matter of arithmetic, for example, is adequately characterized by saying that it includes zero and all and only those other numbers reached from zero by repeated applications of the successor function. This characterization seems evidently true and non-arbitrary. Since the truth-values of arithmetical statements are determined, ultimately, by facts about the successor relation, this characterization supports the idea that arithmetical statements have determinate truth-value (unless this description of an infinite domain is seen as unintelligible.) We are capable of thinking about and comparing particular finite strings in this sequence, 0, S0, SS0, … It is therefore not mysterious how we can arrive at basic truths of arithmetic “just by thinking about them.” Moreover, on the basis of this characterization of the domain, we can recognize as true general axioms (such as the Peano postulates), which can then be used to establish particular theorems about numbers. Gödel’s results show that any consistent formal system will leave some sentences of arithmetic undecided, but this does not mean that the sentences that are undecidable in some particular system have no determinate truth-value.
Things are somewhat different in the case of set theory. We do not at present have as informative an overall account of the domain of sets in the case of natural numbers. Some axioms of set theory are very generally accepted. But these axioms leave important questions about sets unsettled, and they would seem like arbitrary stipulations if we did not have some way of thinking about sets, independent of these axioms, in the light of which they seem obviously correct.
What kind of thinking is this? What are we doing when we are “thinking about sets” or about the concept of a set, if this thinking is not a mysterious kind of perception? In a few cases this seems to be a matter of seeing what is “included in the concept of a set.” For example, a set is understood as a collection of objects, and has no properties other than having these members. So the axiom of extensionality, which says that no two distinct sets can have exactly the same members, seems to follow from our understanding of what a set is. Most axioms are not of this character, however, even ones that seem entirely unproblematic. For example, the axiom of pairing says that if a and b are sets, then there is a set c whose members are just a and b. This is not a conceptual truth. But it seems obviously true, because the way in which c is defined in terms of, or constructed out of, a and b is so clear and apparently unproblematic.

Consider a more complex example, the so-called axiom schema of replacement. Say than an open sentence ‘M(x, y)’ defines a function on a set z if for every x in z there is a unique set y such that ‘M(x, y)’ is true.  An instance of the axiom schema of replacement then says that for any set z, there is a set w that contains just those things that bear M to some member of z. (This is the set obtained by “replacing” each element of z with the set assigned to it by the function defined by M.) This way of defining, or constructing, new sets from given sets is not as simple as in the case of the pair set axiom, and its consequences are less obvious. But the Axiom Schema of Replacement is widely accepted both because of its intrinsic plausibility and because it leads to very plausible theorems, without, as far as anyone can tell after decades of use, generating any implausible conclusions, let alone contradictions.
 

I take these to be good examples of how we come to have knowledge of sets. They seem to me to serve as a useful corrective to the tendency to think that such knowledge must come from one of two sources: either by derivation from the concept of a set, or via some form of intuition of the realm of sets, analogous to perception. The former seems to limit set theory to conceptual truths; and the latter seems mysterious. This might be called “the conceptual/intuitive dilemma.” It seems to me untenable, not because there is no distinction between the two alternatives it describes, but because it describes each of these alternatives in a misleading way.

As to the “conceptual” horn of the dilemma, the modes of thinking that support set theoretic axioms do not consist simply in recognizing conceptual truths.
 This is shown by the reasoning leading to the pair set axiom, and the axiom schema of replacement. But this reasoning does not rely on a puzzling form of intuition, as the second horn of the dilemma suggests. It may involve a kind of “mental picturing,” but this picturing is not plausibly understood as a form of “intuitive contact” with the realm of sets. It is rather a matter of representing to ourselves how one set can be characterized in terms of others, in a way that is so clear as to leave us with no doubt that there is such a set.

Not every form of reasoning in support of set theoretic axioms has this form. I already mentioned that the Axiom Schema of Replacement derives support not only from intuitive plausibility of the kind I have just described but also from its fruitfulness: from the plausibility of its consequences (and the fact that it has not led to implausible ones.) Axioms can be supported simply by reasoning of the later kind. As Gödel famously observed,

There might exist axioms so abundant in their verifiable consequences, shedding so much light on a whole field, and yielding such powerful methods for solving problems  … that, no matter whether they are intrinsically necessary, they would have to be accepted at least in the same sense as an well-established physical theory.

This form of reasoning for arriving at conclusions about sets relies on the plausibility of some particular judgments about sets, which seem clearly correct even after careful reflection. Additional claims are then justified on the basis of their ability to explain and unify these judgments. Arguing in this way for more and more axioms, we might build up a more and more complete account of the set theoretic domain.

This process is still piecemeal. What is lacking, and would desirable if we could attain it, is an overall account of the domain of sets, analogous to our conception of the natural numbers. An overall account of this kind would do several things. First, it would clarify the nature of the domain in question by identifying its subject matter. Second, it would support the idea that questions about this domain have definite truth-values, whether or not it is possible for us to determine what these are. Third, it would provide a basis on which to justify more specific axioms. I will describe two candidates for such an overall account, which provide helpful examples for our later discussion.
The first of these is what is sometimes called Naïve Set theory, according to which every predicate F determines a set consisting of those things a such that Fa. This idea had greater currency among philosophers than among mathematicians. (Quine, for example, regarded it as particularly important. 
) It is well known to lead to contradictions, such as Russell’s Paradox, involving the set of all sets that are not members of themselves, and the failure of this conception of sets led Quine to conclude that set theory was condemned to being defined only by piecemeal collections of axioms, which seem arbitrary in the absence of some overall account of the subject they describe. There are, however, other more plausible ways of understanding the domain of sets.

One such characterization is provided by what has been called the Iterative Conception of Set.
 According to this conception, the universe of sets consists of just those that would be formed in the following process: Begin, at stage 0, with the empty set or a finite list of specified elements. At stage n+1 form all sets of the basic elements and the sets that were created at previous stages. For each limit ordinal (, at stage ( form the set of all sets formed at stage ( for all (<(. The Iterative Conception provides a rationale for most of the standard axioms of accepted set theory. As I have stated it, the account is vague or incomplete in a number of ways. First, it appeals at various points to the idea of “all sets” “formed” at previous stages, and these ideas seem to need further specification.
 Second, it remains unspecified how far the construction extends (though “all” of the transfinite ordinals?)
Leaving these questions aside, we can see that the Naïve Conception and the Iterative Conception take off from two different ideas of what is crucial to a set. The Naïve Conception focuses on the idea of sets as extensions of predicates. On this view sets depend on the predicates that define them. The Iterative Conception on the other hand expresses the idea of sets as collections.
 On this view sets depend on (are “formed out of”) their members. No mention is made of predicates in this process of formation, but it is presupposed that the members of a set exist independently of that set. This rules out the possibility of a set being a member of itself. The Naïve Conception had to be rejected since it led to contradiction, but one might say in retrospect that it could already have been objected to on this ground.

Neither the Iterative Conception nor the axioms of Zermelo-Frankel set theory give a complete characterization of the realm of sets. Important questions are left open, such as the status of the Continuum Hypothesis—the hypothesis that there are no transfinite sets that are larger than the set of all natural numbers but smaller than the set of all sets of natural numbers. To resolve this question, and others, we need some further characterization of the realm of sets. This might be provided by additional axioms, or by augmenting the description offered by the Iterative Conception by, for example changing the starting point, by extending its length, or by redefining the steps through which the hierarchy proceeds. Ideally, one would want to find additional axioms that are also supported by an augmented hierarchical process or some other overall description of the realm of sets.

These additional axioms, and any general characterization of the domain of sets, would be justified mainly in the way that Gödel described: by their ability to explain and unify more specific conclusions about sets that seem to be true. It might be said then, that these claims about set theory are justified, ultimately, by what Rawls called the Method of Reflective Equilibrium.
 It is worth pausing to consider to what degree this is so, and what kind of justification this method can provide.
3. In broad outline, the Method of Reflective Equilibrium can be described as follows.
 One begins by identifying a set of considered judgments, of any level of generality, about the subject in question.
 These are judgments that seem clearly to be correct and seem so under conditions that are conducive to making good judgments of the relevant kind. They may be judgments of any level of generality. If the subject in question is morality, for example, they may be judgments about the rightness or wrongness of particular actions, general moral principles, or judgments about the kind of considerations that are relevant to determining the rightness of actions. In the case of set theory, considered judgments might include general principles of set existence or judgments about the existence of particular sets. The method does not privilege judgments of any particular type—those about particular cases, for example—as having special justificatory standing.

The next step in the method is to formulate general principles that would “account for” these judgments. By this Rawls means principles such that, had one simply been trying to apply them, rather than trying directly to decide what is the case about the subject at hand, one would have been led to this same set of judgments. If, as is likely, this attempt to come up with such principles is not successful, one must decide how to respond to the divergence between these principles and considered judgments: whether to give up the judgments that the principles fail to account for, to modify the principles, in hopes of achieving a better fit, or to do some combination of these things. One is then to continue in this way, working back and forth between principles and judgments, until one reaches a set of principles and a set of judgments that “account for them.” This state is what Rawls calls reflective equilibrium. It should be emphasized that this is not a state Rawls believes we are currently in, or likely to reach. It is rather an ideal, the struggle to attain which “continues indefinitely.”

Rawls sometimes described this method as if it were a process for arriving at a description of one’s beliefs about a certain subject matter—a process of characterizing our “sense of justice,” as he once put it in rather psychological terms.
 I understand the method, however, not as a process of describing what one thinks but a method for deciding what to think. This makes better sense of the stages of the process at which one decides whether to revise or abandon what were previously one’s “considered judgments.” If one were just seeking an accurate description of one’s existing views, modifying these views to make them fit a proposed description would be fudging the data. Rawls’s idea, as I will understand him, is rather that seeing what principles would or would not account for a given judgment may lead us to change our mind about that judgment and to reassess the reasons why it might have seemed plausible. As Rawls said about the search for principles of justice,

Moral philosophy is Socratic: we may want to change our present considered judgments once their regulative principles are brought to light. And we may want to do this even though these principles are a perfect fit. A knowledge of these principles may suggest further reflections that lead us to revise our judgments.

Why look for more general principles that would “account for” our considered judgments? I can think of at least three reasons (there may be more.) First, as I have mentioned, we may have reason to want an overall account of the subject matter in question. Such an account could provide some assurance that at least some questions about the subject matter have determinate answers. It might also provide a basis for defending more specific principles (such as axioms.)  Second, even in if such an overall account is not to be found, the process of seeking reflective equilibrium might lead to the discovery of intermediate level principles that would help to answer questions that are not settled by our current considered judgments. Third, finding general principles that account for our considered judgments may cast new interpretive light on those judgments themselves, making clearer what they come to and why they might seem plausible.

There is, of course, no guarantee that this method, applied to a given subject, will yield general principles accounting for our considered judgments about it, let alone a convincing overall account of that subject. It might yield such an overall account, or lead only to a diverse set of partial principles. It might, however, yield no general principles, or even lead to incompatible but equally justified overall accounts of the subject, thus supporting a kind of pluralism about the subject. In the case of set theory, for example, it might turn out that there are two ways of understanding the idea of a set, one of which supports the truth of the Continuum Hypothesis while the other does not.

Suppose, however, that the application of this method to a given subject does lead to a set of general principles and considered judgments that are in “reflective equilibrium.” Why should the fact that a judgment is among our judgments in such an equilibrium mean that we are justified in accepting that judgment? First, it should be emphasized that the fact that we have attained “equilibrium” by arriving at a coherent set of judgments is not itself what matters. Consistency among our judgments can be attained too easily, simply by throwing out conflicting judgments in one way or another. The justificatory force, if any, of being among the beliefs we have arrived at in reflective equilibrium must lie in the details of how the equilibrium is reached.

This can be seen by considering the significance of the possibility that different people, applying this method about the same subject, may reach different reflective equilibria. If we learn that someone else has reached reflective equilibrium in her beliefs about a subject involving different beliefs from ours, the fact that this person’s beliefs are in equilibrium is not what matters. What is important, rather, is the way in which this equilibrium was reached. The questions to ask in such a case are, first, “Did this person reach different conclusions than I because she began with different considered judgments than I did? If so, should I accept those different judgments? Second, “Did the person reach a different conclusion because she considered different principles than I did, or made different choices than I did about whether to revise a principle or modify a judgment that conflicts with it?” If so, should I have made these different choices as well?

If the answers to these questions are positive, then we should change our beliefs, to align with this other person’s. If the answers are negative, then the fact that this person has reached reflective equilibrium gives us no reason to change what we think. The third possibility is that when we consider the mater we find that there are equally good reasons for the choices that this other person made as for the ones that we made. In this case the conclusion to draw is that as far as we can tell there is no determinate answer to the questions on which we disagree. The subject in question can equally well be understood in either of these two ways. 
But even if this process leads not to pluralism of this kind but to a single set of judgments and principles, it may still be asked why we should regard the justification provided by the fact that a judgment has survived this process as sufficient justification. To answer, we need first to clarify the question: sufficient for what?

Since the method of reflective equilibrium is being put forward as the method that an individual should use in deciding what to think about a subject, one answer might be “sufficient to make the person’s beliefs subjectively rational”—that is, to make it the case that the person is not open to criticism for holding these beliefs, or for the way in which he or she went about deciding whether to hold them, given the limits of his or her epistemological situation.

Although an assessment of this kind can be made from a third person point of view, it is a subjective assessment insofar as it is relative to the epistemic situation of the person being assessed: relative, that is, to the information available to that person and the questions a person in her position could be expected to think of in deciding what to believe. But such an assessment also includes objective elements. Someone making a judgment of subjective rationality must make a judgment, applying his or her own standards, about what a person in a certain epistemic situation should have thought of, and about what it is reasonable to conclude taking into account (only) the factors that a person in that situation should have been aware of.

So if the method of reflective equilibrium is to be understood as a standard of subjective rationality, then in determining whether a person has met this standard in forming certain beliefs we should ask whether the beliefs the person took as “considered judgments” were ones that the person had no good reason to doubt and whether, in carrying out subsequent steps of the process he or she made decisions that were reasonable (taking into account the limits of his or her epistemic situation.)

A more objective assessment would drop this relativity to a person’s limited epistemic situation, and address the question of when beliefs are rationally justified, simpliciter. As I indicated above, this is the standard we should apply in deciding how to react to the fact that someone else has reached a reflective equilibrium containing judgments that differ from our own. It is also the outlook we take in employing the method of reflective equilibrium ourselves. So, for example, in deciding whether to count a belief among our considered judgments, the question we ask is whether it is something that it is reasonable to believe, and we will answer this question in the affirmative if it seems reasonable to believe this and there is, as far as we can see at the outset, no reason to doubt this appearance. If there is no such reason, then we cannot be faulted for starting with these beliefs, according to either “objective” or “subjective” standards. (And if there is no such reason that we could be expected to be aware of then we at least cannot be faulted “subjectively.”) Something similar holds as well for the decisions we make in subsequent steps of the process of seeking reflective equilibrium: we should ask whether there is more reason to revise a principle or to give up the judgment that conflicts with it. And we can be faulted just in case we get this wrong (or get it wrong in ways we should have been aware of.)

All of this supports the conclusion that the justificatory force of the fact that we have arrived at certain judgments in reflective equilibrium depends on the substantive merits of the judgments we make along the way, in beginning with certain considered judgments and in modifying these judgments and others as we progress. I do not think this is anything that a defender of the method of reflective equilibrium should deny, or be embarrassed by. But critics often take it to be an objection to the method, or a problem for it, that conclusions it reaches are justified only if the considered judgments with which it begins are, as they put it, justified in some way other than by the method itself.
  This is sometimes put by saying that the justificatory force of the method depends on the credibility of the considered judgments with which the process begins, not just the credence attached to these judgments by the person carrying out the process.

As I hope is clear from what I have said, this way of putting the matter rests on a misunderstanding of the method itself, and in particular a misunderstanding of what it is for something to be a considered judgment. In order for something to count as a considered judgment about some subject matter it is not enough that that judgment be very confidently held. It is necessary also that it should be something that seems to me to be clearly true when I am thinking about the matter under good conditions for arriving at judgments of the kind in question. My belief, sitting in my armchair with no information about conditions on the moon, that there is a rock there with my name on it, does not count as a considered judgment in the required sense, no matter how certain I may be that it is true.

Making this aspect of the method explicit does not, I believe, expose a weakness in the method. But does help to locate more clearly what is controversial about claims made for its application. Goodman, Rawls and other advocates of the method have offered it as a way of arriving at justified beliefs about subjects that do not seem to be “underwritten by perception”—subjects such as justice, morality, logic or, in the case I have been discussing, set theory.
 A crucial move in these claims is that we have reason to believe the things that seem to us to be true about these subjects when we are thinking about them under the right conditions, and hence that it is appropriate for us to treat these beliefs as considered judgments in a process of seeking reflective equilibrium if we have no apparent reason to doubt them. To claim that this is so in the case of beliefs about sets, or about reasons for action, is to reject the idea that there is a problem about these beliefs because, like the belief I imagined that my name is written on some rock on the moon, they have not been formed by my being “in touch with” these facts in the right way—that is, through some causal process. I made this rejection explicit in my discussion of set theory. I tried to defend it both by calling into question the metaphysical picture on which the objection seems to me to depend (this was what I called the negative component of a response to Mackie’s objection), and, earlier in this lecture, by trying to make clear how the kind of thinking involved in arriving at considered judgments about sets is not a mysterious form of perception (part of the positive component of such a response.)
 
So deciding to treat something as a considered judgment involves deciding that the fact that is seems true under certain conditions is ground for treating it, at least provisionally, as being true. This may seem to suggest that all the justificatory work is done at this initial stage, before the process of seeking equilibrium has begun, and that there is little if anything left for the method of reflective equilibrium itself to do. Thus Kelly and McGrath write, “the interesting part of the story concerns not the pursuit of equilibrium itself but rather what makes it the case that certain starting points are more reasonable than others, and how we manage to recognize or grasp such facts.”

I think that Kelly and McGrath are correct that this is where much of the controversy about Reflective Equilibrium lies. That is, that much of the criticism of the method involves the allegation that it neglects the need to show “how we manage to recognize or grasp the facts” that our considered judgments are about. But their suggestion still seems to me misleading on several counts.
First, deciding to treat something as a considered judgment (and assessing objections to doing so of the kind we have been considering) is not something separate from the method of reflective equilibrium but, as I have emphasized, a crucial part of carrying out that method.

Second, one thing one needs to ask, in deciding whether something that seems true should be treated as a considered judgment, is whether it has any implausible implications or presuppositions. Identifying something as a considered judgment involves reaching a preliminary conclusion that this is not the case. Subsequent stages in the method involve testing to see whether this preliminary conclusion was correct by considering what general principles would account for that judgment. If a considered judgment survives this further examination this adds to its status as something to be believed.
Third, even though equilibrium itself (the consistency of one’s set of beliefs) is of limited importance, finding general principles that account for one’s beliefs has important benefits. As I said above, an overall account of a subject matter can provide assurance that some judgments about it have determinate truth-values. And even if such an overall account is not to be found, finding general principles that account for our considered judgments can cast new light on those judgments themselves, making clearer what they come to and why they should seem plausible. So even though equilibrium in itself is not important, and whether or not we reach it, the process of pursuing reflective equilibrium, which involves identifying our considered judgments and learning more about them and perhaps modifying them in the process of considering principles that would account for them, is the way “we manage to recognize or grasp” facts of the relevant kind. It is thus an interesting part of the story—indeed, it is the story itself.
4. Turning now from these remarks about reflective equilibrium and about the philosophy of set theory to the topic of practical reasoning that is my main concern in these lectures, let me sum up the points made so far that I believe carry over to the latter topic. I have tried to make plausible the following claims. First, there is no problem about our knowledge of sets arising from the question of how we could “be in touch with” such entities. Such a problem, if there is one, would have to be a problem about the soundness of our substantive reasoning about sets. Second, this reasoning (the reasoning supporting particular axioms and more general claims such as the Iterative Conception) depends on particular claims about sets that, while not conceptual truths, seem obviously true. It then moves from these to other claims that are justified by the fact that they explain these claims and unify them in plausible ways. Insofar as there is room for skepticism here it must take the form of substantive challenges to the correctness of these basic claims. Third, a general account of the domain of sets, such as that offered by the Iterative Conception, is itself a piece of set theory rather than a characterization of the universe of sets in some other terms. Finally, the question of whether set theory is “objectively true independently of us” is not a metaphysical question about whether sets are part of the world, but a question about whether the domain of sets can be characterized in such a way as to support the idea that every set theoretic statement, or at least many set theoretic statements, have definite truth-values, whether or not we could ever carry out the reasoning required to determine what these truth-values actually are.

There are important differences between set theory and practical reasoning. The subject matter of set theory is an abstract theoretical domain, which can be characterized, at least partially, in a way that makes it possible to reason about it in a precise and formal manner. The subject matter of practical reasoning is, as the name implies, practical, and it is much less precise, perhaps incapable of being rendered more so. Moreover, as I will argue, it is much less plausible than in the case of set theory to hope that this domain can be characterized in such a way as to support the claim that every normative statement has a definite truth-value.
I do not mean to minimize these differences. But I believe that, despite these great differences, a number of the points I have just made about our knowledge of sets carry over to the case of practical reasons. The first of these points is that, insofar as there is a problem about how we can come to know truths about reasons, this is not a problem about how we could “be in touch with” facts of the relevant kind. Nothing in the nature of normative truths suggests that these would be facts “at some distance from us,” which could be perceived only through some mysterious form of intuition. The question whether something is a reason is a question we can understand and think about in familiar ways. Some conclusions we reach in these ways seem clearly to be true. For example, it seems clearly true that the fact that some action is necessary to avoid serious physical pain is, in most circumstances, a reason not to do it, and it seems clearly true that if a person has reason to bring about a certain end, then the fact that some action is necessary to achieve that end is, other things equal, a reason to do it. Even these clear truths are, of course, uncertain at the edges. It is less clear exactly when pain is worth bearing, and when the fact that an action would promote an end of ours is not a reason, or not a sufficient reason, to do that thing.

Despite these uncertainties, however, there are central cases in which judgments about reasons seem clearly true. If we should reject these judgments, this has to be on the basis of substantive grounds for thinking them mistaken; not on the basis of questions about how we could be in touch with such facts at all.
 General doubts of the latter kind would be relevant only if normative conclusions could have the significance they claim only if the facts they purport to represent had some special metaphysical character that would make them inaccessible to us. I see no more reason to believe this in the case of conclusions about practical reasons than in the case of truths about sets.
Even if this conclusion is accepted, however, it is purely negative—the rejection of a particular challenge to claims to knowledge about practical reasons. As successful rebuttal of this challenge provides, by itself, no positive assurance that claims about reasons for action in general have determinate truth-values, and let alone a general account of how we can know what these values are.

The second point that carries over from the our discussion of set theory is that what would, if we could get it, provide assurance of this kind would be a very general characterization of the domain of practical reasons in normative terms, analogous to one of the general characterizations of the realm of sets that I have mentioned. Such a characterization of the domain of practical reasons might provide a basis on which to argue for general principles, analogous to axioms, which could then be used to support more specific claims about reasons. And even if it did not provide such means for determining what reasons we have (or if those means were incomplete) such an account might describe the realm of practical reasons in a way that provided some assurance that claims about reasons have determinate truth-values, even if we cannot always discover what they are.
What I called in my first lecture a normative desire theory would be a general characterization of the domain of practical reasons of this kind. A normative desire theory is not a naturalistic thesis, but a very general normative claim assigning normative significance to certain natural facts, including facts about an agent’s desires. It is therefore not in itself a response to metaphysical and epistemological objections to normative truths of the kind that Macke and others have raised. But I have argued in the intervening lectures that that these objections are without merit, and it would be a mistake to reject a normative desire theory on this basis. Such a theory, if it were defensible, would be just what we need.

The third point that carries over from our discussion of set theory is that 

in order to be defensible, a general characterization of the realm of practical reasons, such as a normative desire theory, would need to be supported by a reflective equilibrium argument: it would need to lead to plausible consequences about what we have reason to do (and not to implausible ones), and it would need to explain these consequences, and other features of practical reasons, in a plausible and illuminating way.
 Unfortunately, desire theories do neither of these things.
Consider, first, an actual desire theory, according to which we have reason to do something if doing it would promote the fulfillment of one of our desires. Such a theory has implausible implications about the reasons we have. If I were to have a desire to walk to Alaska, this in itself would give me no reason to try to do so. It might be replied that the fact that I want to do this does give me some reason to do it, but the great effort and sacrifice required to do it so obviously outweigh this reason is what leads us to say that I have no reason.
But this reply is not convincing. When we engage in the kind of balancing of reasons just mentioned, what we weigh against the cost and difficulty of such a walk is not something about the desire itself—such as how intense it is—but rather the considerations that having that desire involves taking to count in favor of making the trek, such as seeing so much of the country first hand, or having done some thing very strenuous and demanding, or the satisfaction we would feel having done such a thing.

This brings out the important point that the problem with normative (actual) desire theory is not just that it leads to implausible conclusions about the reasons people have in particular cases but that it misdescribes the relation between desires and reasons from an agent’s own point of view. Having a desire to do something typically involves thinking, or imagining, that there is something to be said for doing it. And from the point of view of an agent it is the considerations that are seen as desirable, rather than the fact of having the desire, that provide reasons for acting.

The situation here is analogous to the case of Naïve Set Theory. I said that Naïve Set Theory is not only to be rejected because of its consequences (which are in that case not merely implausible but contradictory), but also because it rests on a mistaken view about the relations of priority between a set, its members, and a predicate that picks these members out. Naïve Set Theory seems appealing when we focus on the idea of the extension of a predicate. This idea makes a set dependent on the predicates that defines it, and neglects the relation of priority between a set and its members. That relation is central to the idea of a set as a collection, which is expressed in the Iterative Conception. It is not that either of these ideas is incoherent (although in order to formulate the idea of sets as collections in a way that avoids contradiction care needs to be exercised about the range of eligible predicates.) The point rather is that the idea of an extension and that of a collection are different notions, and that the latter is the one more suited to the role that sets play in mathematics.

Similarly, an actual desire theory seems plausible when we focus on the explanatory question, of what an agent’s reason was for doing a certain thing. This is a psychological question about the agent, a question about what the agent saw as a reason for acting that way (what I call the agent’s “operative reason.”
) It is natural to answer such a question by citing a psychological state, such as by saying, “He went to St. Louis because he had a desire to see the Mississippi.” Citing a desire in this way does partially identify what the agent saw as a reason for acting: in this case it was something that seemed to him desirable about seeing the Mississippi. It is also true that if the agent had not had this desire he would probably not have gone to St. Louis for this reason. So the psychological facts about what his (operative) reason for going was depends on facts about his desires. This may be one thing that has seemed to support a normative desire theory. But it does not actually support such a theory, since it deals only with the psychological question of an agent’s operative reasons rather that with what reasons an agent has in the normative sense. (In addition, as pointed out above, from the agent’s own point of view what provides his reason is not his desire but features of the object of this desire.) 

So far, this idea of a reason lying behind actual desire theory is entirely psychological and explanatory rather than normative.  A normative element may seem to be added, however, by an appeal to rationality—to the thought that it is rational to act on one’s desires. This idea is strengthened by taking into account the fact just mentioned that having a desire involves seeing certain considerations as reasons. If having a desire involves seeing something as a reason to pursue the object of that desire, then as long as one does not reject this desire—as long as one continues to see oneself as having this reason—it is irrational to deny that one has a reason to do what will promote the attainment of this object.

This line of thinking confuses the normative question, “What does someone in this situation have reason to do?” with the question of rationality, “What must a person, insofar as he is not irrational, see as a reason for doing a, given his other present attitudes?” These questions are easily confused, but they are distinct. And it is the former question, rather than either the explanatory question (of what was a person’s reason for acting) or the question or rationality, that a normative desire theory is supposed to be answering.

 These problems are not avoided by shifting to an ideal desire theory, which holds that one has reason to do what would fulfill the desires one would have (for one in one’s present situation) under ideal conditions in which one was fully informed, thinking clearly, and so on. This is shown when we ask why what a person would desire under these ideal conditions is supposed to be relevant to what he or she should do now. If the answer is that these are conditions under which the person is most likely to get things right, normatively speaking, then what we have is no longer a desire theory. What is playing the fundamental role is not desires but the normative facts that one’s desires under ideal conditions would be responsive to. Alternatively, one might say that what a person would want (for herself now) under ideal conditions is relevant because it indicates what would in fact best promote that person’s present desires, when best understood. This interpretation clings to the rationality-based line of thinking that I discussed above, and retains the weakness of that line of thought: it delivers only conclusions about what an agent must, insofar as he or she is not irrational, recognize as a reason given his or her present desires, rather than conclusions about what that person actually has reason to do.
If normative desire theories are to be rejected, this leaves us with the question of whether there is some other general characterization of the domain of reasons that would provide a basis for substantive principles of practical reasoning and give some assurance that at least some questions about reasons for action have determinate answers. The main candidates for this role seem to me to be some form of constructivism or some (other) way of grounding reasons in an idea of rationality. I will try to explain why neither of these seems to me likely to succeed.
5. A constructivist account of a subject characterizes the facts about that subject by specifying some procedure through which these facts are determined, or “constructed.” Many quite different accounts fit this broad definition. The reasons why a process of construction might seem a particularly good way of providing an account with the two advantages just mentioned will vary, depending on the domain in question.

Constructivism in mathematics is a response to concerns about characterizations of a domain in terms of a “completed infinite” such as “the set containing 0 and closed under successor.” The worry is that such a characterization does not guarantee that all statements about the domain have determinate truth-values. Some constructivists maintain, for example, that in order to establish that for every number, x, there is a number, y, such that M(x, y), it is not sufficient to derive a contradiction from the assumption that for some n,  not-M(n, m) for every m. This conclusion would depend on what constructivists regard as the unwarranted assumption that it is either true or false that (x)EyM(x, y). What is required to establish such a conclusion, they say, is to provide a procedure through which, given any an we can find an m such that M(n, m).

The Iterative Conception of Set is not a constructivist account in this sense, because the transfinite construction it involves is not one that we could carry out. But it is constructivist in the more general sense I described. The construction it describes seems an appropriate way to characterize the realm of sets insofar as it seems to capture the idea that a set is an arbitrary collection of independently existing objects. If this is what sets are then it seems plausible that the universe of wets will contain just those that can be “built up” out of whatever elements we begin with. The question we need to consider is why a process of construction should seem an appropriate way to characterize a normative domain.
The answer I will explore is that a constructivist account of a normative domain is appealing because it seems to offer a way of explaining how normative judgments can have determinate truth values that are independent of us while also providing a basis for our epistemological access to these truths and an explanation of their practical significance for us. It thus responds to the tensions lying behind Mackie’s challenge: the tension between the independence of these truths from us and our knowledge of them, and the tension between their independence of us and their practical significance for us (their “prescriptivity.”) 
To see how a constructivist account might do this, consider first the account offered by John Rawls, who introduced the term ‘constructivism’ in this area.
 Rawls was concerned not with normativity in general or with morality in general but with justice, that is to say, principles for the assessment of basic social institutions. The function of such principles, he believed, is to serve as a shared basis for assessing conflicting claims from citizens about what their institutions should be like. The main conflicts of this kind, he thought, will be between individuals in different economic classes and between individuals who have different religious views or, more generally, different “conceptions of the good.” So principles appropriate for this mediating role need to be justified on a basis that individuals on both sides of these disagreements have reason to accept. Rawls suggested that principles would have this kind of justification if they would be agreed to by parties who did not know what economic class they represented or what conception of the good they held. He made this idea more precise in his idea of an Original Position in which principles of justice are to be chosen.

The resulting theory, that the correct principles of justice are ones that would be agreed to by parties in the Original Position Rawls described, has the form of a constructivist view: it holds that facts about justice are facts about what principles would be arrived at through a process of a certain kind. Even though Rawls Original Position is defined quite clearly, carrying out his constructivist procedure requires the exercise of judgment about what principles of justice individuals in such a position would have reason to choose. The account remains constructivist because the judgments in question are not judgments about what is just or unjust (or morally right or wrong) but rather judgments about individual practical rationality—about what individuals who are seeking only to do as well for themselves as they can would have reason to choose under conditions of limited knowledge. Rawls’ case for this constructivist account of justice lies ultimately with a Reflective Equilibrium argument. His claims is that this account fits with what are, on reflection, our considered judgments about justice and provides a satisfying explanation of these judgments.
The fact that principles would be chosen through a procedure of the kind Rawls described gives us reason to be concerned with them because it indicates that they have the kind of impartial justification that makes them fit for the role that principles of justice are supposed to play. This is only a partial explanation, since it can always be asked what reason we have to be concerned with impartial justifications of this kind. The answer is given, I believe, by pointing to the character that our relations with our fellow citizens have if we are cooperating with them on principles that have such a justification, compared with the character of these relations when our institutions cannot be justified in this way. The force of this appeal can of course be debated further. (Every justification has to start somewhere.) But because Rawls’ constructivist theory of the content of justice connects with this rationale for caring about justice, it offers more than an account that consisted simply of general principles specifying what justice requires.

This constructivist account also provides an explanation of the objectivity of claims about justice—the sense in which they are correct or incorrect “independent of us.” To assess this explanation we should consider first the various ways in which the idea of independence can be understood.

The first is the idea that a subject matter is “independent of us,” and judgments about it are objective, if it is possible for us (at least individually) to be mistaken in our judgments about that subject. Call this form of objectivity judgment-independence. I believe that truths of arithmetic and set theory are objective in this sense. I believe this because there are ways of thinking about these questions which anyone who understands the subject can engage in, and which seem to lead clearly to certain conclusions. These “ways of thinking” need not be algorithms, although in the case of arithmetic they sometimes are. More informal methods—such as those we use to convince ourselves of many of the axioms of set theory—can suffice. Our grounds for thinking that judgments about a subject are judgment-independent lie not just in the existence of of de facto agreement, but also the tendency of the judgments of different competent judges to converge, and the stability of our own judgments. It is important, for example, that there is such a thing as discovering errors in our thinking about the subject, and that when we conclude that something is an error this conclusion is generally stable—we do not generally flip back the other way.
I believe that facts about reasons for action are also judgment-independent. It is important however, to distinguish two different elements in this claim. The first is just that my judging that something is a reason does not make it so. Whether my judgment has this effect or not is a first-order normative question, the answer to which seems obviously to be that it does not
 But it is a further question whether normative claims (including this one) have determinate truth values at all. This is the question of determinateness that a general account of the normative domain could help to answer.
 Judgment-independence is an important property, but it is a fairly weak form of objectivity. Even judgments about what is the case according to a make-believe game can be objective in this sense, as can judgments about what is permitted by certain social norms.
 But these things are not “independent of us” in a second, stronger sense that we often have in mind in discussing objectivity.
A subject matter is independent of us, and judgments about it are objective in a further sense if these judgments are judgment-independent and, in addition, the standards for assessing such judgments do not depend on what we, collectively, have done, chosen, or adopted, and would not be different had we done, chosen, or adopted something else. Call this choice-independence. Judgments about what is true within a make-believe game, or what is required by a social norm, can be both judgment-independent and choice-independent. Moves in chess are legitimate or illegitimate whether chess is a game we play or not. But judgments that presuppose that we are playing one game rather than another, or have one social practice rather than another, such as judgments about “who won” or about who is “the head of a household” are not choice independent even if they are judgment independent. 
Many mathematical judgments, such as propositions of number theory and arithmetic, seem to be objective in both of these senses. Many axioms of set theory (such as the standard Zermelo-Frankel axioms) are choice-independent as well as judgment-independent. But if “pluralism” about set theory turns out to be correct then there are further axioms of set theory that are not choice-independent: the reasons they give us to accept the conclusions that they lead to as conclusions about sets depend on our having chosen that particular way of developing the concept of set.

I believe that many truths about reasons for action are both judgment-independent and choice-independent. There is disagreement about whether this is so. But even if truths about reasons are independent of us in both of these senses they are not “independent of us” in the further sense of being independent of what we are like. This might be called independence of human nature. If we were constituted or situated differently, so as to have different needs, or so as to enjoy different things, then our reasons would be different.
 The lack of independence in this sense does not seem to be a problem. One would not expect facts about reasons for action to be independent of our nature in this way. (Mathematical facts, on the other hand, might be expected to have this kind of independence, although it is an interesting question how it would matter if they lacked it.)

According to Rawls’ constructivist account, judgments about justice are objective in the sense of being judgment-independent if judgments about what parties in Rawls’ Original Position have reason to choose, and judgments about what follows from those principles, are judgments we can be mistaken about. This seems quite plausible. Judgments about what the parties in the Original Position would have reason to choose are a kind of normative judgment. But their objectivity is less controversial than that of many normative judgments because they are only hypothetical normative judgments—judgments about what parties would have reason to do given that they had reasons to achieve certain specified aims and given certain background information. These judgments are in this respect like judgments about games or social norms that have judgment-independence but lack choice-independence. This is not, however, a flaw from the point of view of the aims of Rawls’ constructivist theory.

As I said earlier, the appeal of a constructivist theory of a normative subject lies in the promise of giving an account of that subject that supports the idea that judgments about it have determinate truth-values, provides a way of finding out what these truth-values are, and provides or fits with a plausible account of the practical significance of such judgments. The fact that, on Rawls’ account, the determinate truth-values of judgments about justice depend on the choice of a particular way of defining the Original Position is not a problem if the fact that a principle would be arrived at in a choice situation of that particular kind is a reason for us to give that principle the authority claimed for principles of justice. A claim that it does give us such a reason is an unconditional normative claim about what one has reason to do in certain circumstances, and therefore more controversial than the conditional claims about what parties in the Original Position would have reason to choose, given their aims and the information available to them. But this should not undermine the determinateness that judgments about justice would have on this constructivist account, even for a person who has doubts about the objectivity of unconditional normative judgments, since on this account the truth-values of judgments of justice depend only on the truth-values of conditional normative judgments. What we have, then, is a two part thesis: an account of the truth-values of judgments about justice, which depends only on conditional normative claims, and an account of the significance of such judgments, which depends on unconditional claims about reasons, whose objectivity may be more controversial.

Any suggestion of arbitrariness flowing from the dependence of the truth-values of judgments about justice on the choice of a particular way of defining the Original Position would be further reduced, or even eliminated, I would say, if a larger reflective equilibrium argument establishes that the account of justice provided by this definition is the one that best fits with all of our considered judgments about justice. (It is the lack of a corresponding argument that could lead to a “pluralist” view of set theory.)

My own Contractualist theory of moral right and wrong could also count as a constructivist account in the broad sense I am considering (in this case, a constructivist account of individual morality.)
 According to this account, in order to determine whether an action is morally permissible we should consider a general principle that would permit it. We then consider what objections individuals in various situations could offer to this principle based on the ways in which they would be affected by it: the ways their lives would be affected by living with the consequences of the actions it would permit and with the possibility that agents may perform such actions, since they would be permitted to do so. We then compare these reasons with the reasons that individuals would have to object to a principle that would forbid actions of the kind in question, based, again on how they would be affected by such a principle, and decide whether it would be reasonable for those who have reason to object the principle permitting the action to reject it, given the reasons that others have for objecting to the contrary principle. If it would be reasonable to reject any principle that would permit a certain action, then that action would be morally wrong. (And the rightness or wrongness of an action depends on what the correct outcome of this procedure would be, whether or not anyone has carried it out.)
Like Rawls’ constructivist account of judgments about justice, this account of the subject matter of moral rightness and wrongness makes facts about this subject matter depend on facts about what principles individuals in certain circumstances would have reason to accept or reject. It then explains the practical significance of judgments about right and wrong on the ground that we have reason to care about principles that could not be rejected in this way—specifically, that we have reason to care about whether our actions are justifiable to others in this way. The case for accepting this account of rightness and wrongness then depends, as before, on a reflective equilibrium argument that it provides the best overall account of our considered judgments about this subject matter, including, as before, judgments “of all levels of generality,” not just judgments about the rightness and wrongness of particular actions.

On this account, judgments of right and wrong will have a particular form of objectivity—will be judgment-independent or choice-independent—just in case judgments about what individuals in certain circumstances could reasonably reject have these forms of objectivity. In contrast to Rawls’ constructivist account of justice, however, my constructivist account makes the truth-values and the objectivity of moral judgments depend on fully normative judgments about reasons for action. These are judgments about what individuals in specified circumstances who, among other things, care about finding principles others could also accept, would have reason to do.

The question of present concern is whether there could be a constructivist account of these judgments—that is, of the general domain of facts about which things individuals in various circumstances have more reason to want to have, or to avoid. Such an account would involve a process for arriving at conclusions about whether a given consideration is or is not a reason for a person in certain circumstances to act in a certain way. For reasons mentioned above, assessing the validity of the steps in this process cannot involve making independent judgments about which things are or are not reasons for action.

If a constructivist account of reasons for action is to have ambitions parallel to those of constructivist accounts of justice and moral rightness and wrongness, the fact that the conclusion that p is a reason for a person in c to do a can be arrived at through this process should help to explain the practical significance of the fact that p is such a reason. The practical significance of judgments about justice or about moral right and wrong can be seen as lying in the fact that when such a judgment is correct we have good reason to be guided by it in deciding what to do. So in these cases practical significance can be explained in terms of reasons. But, as I argued in Lecture 1, this is not an option where judgments about reasons for action are concerned. It is nonsensical to ask what reason we have to do what we have reason to do. So if the practical significance of judgments about reasons is to be explained this must take some other form.
Finally, if a constructivist account of reasons for action is to be supported in reflective equilibrium, it should seem evident that at least those judgments about reasons that seem most clearly correct are ones that could be arrived at through the procedure that this account describes.

Although I think that constructivist accounts of justice and morality have considerable plausibility, I do not believe that a plausible constructivist account of reasons for action in general can be given. In the remainder of this lecture I will try to explain why.

The best-known attempt to provide such a view is what has come to be called Kant’s Categorical Imperative procedure.
 Kant’s Categorical Imperative is a test of the acceptability of maxims, which I will take to be general policies of taking certain considerations as reasons to act in certain ways. A maxim passes the Categorical Imperative test if it can be willed to be a universal law or if adopting it is consistent with regarding rational nature (whether one’s own or that of another rational creature) as an end-in-itself. This is commonly understood as a test of the moral acceptability of a maxim, and of acting on such a maxim. So understood, it seems too limited to provide a general account of reasons for action since, presumably, it can be permissible for a person to do things that, as it happens, he or she has no reason to do. In Christine Korsgaard’s version of the Kantian account, this gap is filled by the idea of an agent’s practical identities. A practical identity is “a description under which you value yourself and find your life worth living and your actions to be worth undertaking. Conceptions of practical identity include such things as roles and relationships, citizenship, memberships in ethnic or religious groups, causes, vocations, professions, and offices.”

The overall idea is this: insofar as we see ourselves as acting at all, we must see the Categorical Imperative as constraining our practical thought. So we have reasons described in the maxims that this requires us to adopt. Beyond this, we have reasons to do those things that are required by the more specific practical identities we have adopted, provided that these are compatible with the Categorical Imperative. This view can be seen as constructivist insofar as it provides a procedure through which it is determined whether something is a reason for a person: something is a reason for a person if denying that it was a reason would violate the Categorical Imperative or be inconsistent with some practical identity (consistent with the Categorical Imperative) that that person has adopted. The fact that valid judgments about reasons arise from this process is supposed to explain their practical significance: their special authority lies in the agent’s own will in the fact that they flow from choices the agent has made or from an identity that an agent must endorse insofar as she sees herself as acting at all.

According to this account, judgments about reasons are judgment-independent: an individual can be mistaken about what is required by the Categorical Imperative or by some practical identity that he or she has adopted. Those judgments about reasons that follow from the Categorical Imperative itself will also be choice-independent, but reasons flowing from the practical identities that the agent has chosen will not be. Whether this is a flaw in the account, or an advantage, is something to be determined by the process of seeking reflective equilibrium in our overall judgments about reasons. It is quite plausible to say that some reasons a person has depend on prior choices he or she has made. The question is when this is true and how this dependence is best explained.

I cannot here give a full examination of the Kantian theory, which is subtle and complex, but will just state briefly my reasons for finding it unsatisfactory. First, despite the initial appeal of various forms of Kant’s Categorical Imperative as moral requirements, I am not convinced by any arguments I have seen for the claim that we must see these requirements as binding on us insofar as we see ourselves as acting at all.
 Second, although it seems true that individuals have different reasons depending on the ends and practical identities they have adopted, these reasons depend on their having good reasons to adopt those ends or identities in the first place, and not to revise or reject them. And these reasons in turn are not all adequately explained by the Categorical Imperative test.

If the Kantian constructivist account of reasons for action is not satisfactory, might there be another constructivist account that would be more successful? Part of the appeal of the Kantian account was that it not only promised to provide standard for the correctness of judgments about reasons but also promised to do this in a way that explained the practical significance of these judgments by grounding facts about reasons in a conception of rational agency. So one question is whether there might be a different conception of rationality that could play this grounding role. This would have to be a conception that did not itself involve or depend on substantive claims about what reasons people have, but which led to conclusions about such claims. I do not myself see what such a conception could be. Some things that are referred to as conceptions of rationality are very general substantive theses about reasons—such as the idea that what is rational for a person is to do what is in his or her self interest. These could not serve as an explanation of the practical significance of facts about reasons. The only non-substantive alternative that I am aware of is the formal conception of rationality discussed by John Broome and others, according to which rational requirements are simply requirements of consistency among a person's practical attitudes.
 These requirements have no substantive implications about the reasons people have. So no account of either of these kinds would provide a basis for claims about reasons.

6. It is possible however, that there might be a constructivist account of reasons of a less ambitious kind. Such an account would keep the ambition of characterizing the domain of reasons in a way that supported the idea that judgments about reasons have determinate truth-values. But it would abandon the further aim of explaining the practical significance of conclusions about reasons, resting simply with the idea that the “normative authority” of a reason is simply that—being a reason—and that this cannot be explained any further way. Such an account would be similar in its ambitions to the “constructivist” account of sets offered by the Iterative Conception of set, and to a normative desire theory of reasons which, as I have said, would have significant advantages if it were correct. Might there, then, be a constructivist account of reasons of this more modest kind?

It does seem that some reasons depend on others. Roughly speaking, it seems that if a person has good reason to have a certain end, then he or she has good reason to do what will promote it, and if a person has good reason to hold a certain value, or to adopt a particular practical identity, then he or she has good reason to do what is involved in respecting this value or living in accord with this identity.
 Most of our day-to-day thinking about reasons for action takes place within structures of this kind. We operate on the assumption that we have reason to seek certain experiences and accomplishments of certain kinds, and that certain relationships are ones we have reason to seek and to preserve. And our thinking about what we have reason to do on particular occasions is largely a matter of working out what reasons follow from (“are constructed within”) this normative framework. So one might say that constructivism about reasons is locally true.

But this cannot be generalized into an overall account of practical reasons, because our thinking about reasons depends on too many disparate starting points that are not constructed from other reasons. It might be claimed that these starting points are not as diverse as I have claimed: that, for example, the only non-derivative reasons are reasons to avoid pain and seek pleasure, and that all other reasons are constructed out of these in ways like those just described. This would have the right kind of structure to be a global, as opposed to merely local, constructivist account of practical reasons. But it does not seem to me a very plausible proposal, because it does not seem that the only non-derivative reasons are those provided by pleasure and pain. More generally, no account of this kind seems likely to succeed: the range of non-derived elements in the domain of reasons for action is too varied to be plausibly explained by a systematic overall account. I do not have an argument for this negative conclusion, but it seems to me evident, from consideration of the candidate theories and of the diversity of the reasons that would have to be explained.
How then do we come to know particular non-derivative truths about which things are reasons? My own answer is that we do this simply by thinking carefully about what seem to us to be reasons, considering what general principles about reasons would explain them, what implications these would have, and considering the plausibility of the implications of these principles. For example, suppose it seems to me that someone has reason to do a because he or she would find it pleasant. Pleasure does not always constitute a reason (pleasure in the suffering of others, for example, does not.) So we need to ask what attitudes this particular pleasure involves, and whether they are attitudes that one has reason to hold, or reason to hold in the particular circumstances in question.

One might characterize this process as one of bringing one’s particular judgments about reasons and one’s general principles about when something is a reason into reflective equilibrium. This seems to me broadly correct, although the distinction between particular judgments and general principles that explain them is in this case less than sharp. The process I have just described is one of coming to a clearer understanding of the conditions, c, under which some fact p is a reason. So it is as much a matter of clarifying what particular judgment we in fact accept, as a matter of finding a separate principle that “explains” this judgment. 

 This being noted, it seems to me that such a process of careful reflection is the only way we have of arriving at conclusions about reasons for action. If this process of seeking reflective equilibrium in our practical judgments is the only way we have of figuring out what reasons we have, might this process itself be seen as a constructivist account of the domain of reasons? Sharon Street, for example, speaks of a constructivist view according to which the truth of a judgment that R(p, x, c, a) is “a function of” whether such a judgment would be among x’s evaluative judgments in reflective equilibrium.

There are several problems with this proposed account. First, it is not plausible to claim that if the judgment that p is a reason for x to do a would be among x’s evaluative beliefs in reflective equilibrium then p is a reason for x to a however x carried out the process of reaching this equilibrium.
 There are many ways of reaching equilibrium. As I pointed out earlier, the normative status conferred on a judgment by its being in a set that is in reflective equilibrium depends on the quality of the decisions that are made in arriving at that equilibrium—decisions about what to count as a considered judgment at the outset and about what to modify in situations of conflict. So the most that could be said is that p is a reason for x to do a if the judgment that it is such a reason would be among x’s evaluative judgments in reflective equilibrium if the judgments x made in arriving at this equilibrium were sound. So understood, however, this is not a constructivist account of reasons, since the steps involved in carrying out the process in question would involve making judgments about what is or is not a reason.

Leaving aside the applicability of the label, ‘constructivist,’ however, it is true for the same reason that “the truths about reasons are the judgments about reasons that one would reach as a result of a process of seeking reflective equilibrium, carried out in the right way” is not itself an account of the subject matter of practical reasons at all. In deciding whether a certain claim is among one’s considered judgments, or in deciding whether to modify such a judgment in the light of its conflict with a principle one has arrived at or to modify or abandon the principle in the light of this conflict, the question one asks cannot be “Will this judgment be among those I would arrive at if I reached reflective equilibrium?”  The question is rather “Is this judgment correct?” The process of seeking reflective equilibrium in one’s beliefs about a subject matter is therefore not a characterization of the facts about that subject matter but rather a method for arriving at conclusions about that subject matter, of various degrees of generality.
Where does this leave us with respect to whether statements about reasons have truth-values independent of us? In the case of set theory I said that assurance on this point could be provided by a substantive overall account of the realm of sets that was itself supported by a reflective equilibrium argument. I gave two examples of such accounts (both unsuccessful) and said that although we do not at present have such an account it is possible that one may be found. In the case of practical reasons, on the other hand, I believe that such an overall account is very unlikely. We have “local” reasoning about reasons in various areas, dependent on a diverse set of normative starting points which are themselves supported by, and in many cases subject to fairly constant reinterpretation in the light of, a process of seeking reflective equilibrium. Our confidence that statements about reasons have determinate truth values thus depends on our confidence in the results of this process in particular cases rather than on some general account of reasons, of the sort that a normative desire theory, or a global constructivist theory, would provide.
This reflects the fact that the domain of practical reasons is not a unified subject matter like the domain of sets, the content of which we should expect to be determined by overall principles characterizing this domain. This does not mean that we should lack confidence in the particular conclusions we reach about reasons for action, but only that our confidence (often justified) is a matter of confidence in those particular conclusions rather than a general confidence that all questions about reasons have determinate answers, whether we have reached them or not.
� Ethics: Inventing Right and Wrong, p. 38-39. Similarly, Paul Benacerraf writes that a typical account of the truth conditions of number theory or set theory will depict them as conditions on objects “whose nature, as normally conceived, places them beyond the reach of the better understood means of human cognition (e.g. sense perception and the like.)” “Mathematical Truth,” p. 409.


� As John Skorupski puts it, knowledge of these matters is a case of “spontaneity” rather than “receptivity.” See The Realm of Reasons, Chapter 16.


� For discussion, see Boolos, “The Iterative Conception of Set”, p. 500; Parsons, Mathematical Thought and its Objects, pp. 134, 339.


� Nor are these modes of thinking “combinatorial” in the sense Benacerraf uses, i.e. matters of calculation or derivation from axioms. See “Mathematical Truth,” p. 407.) 


� “What Is Cantor’s Continuum Problem?” p. 477.


� See the discussion in Parsons, Mathematics and Philosophy, pp. 197-205.


� On this conception and the adequacy of the basis it provides for axioms of set theory, see Shoenfield, “Axioms of Set Theory,” Boolos, “The Iterative Conception of Set,” Parsons, “What Is the Iterative Conception of Set?” and Boolos, “Iteration Again.”


� As Parsons notes in “What Is the Iterative Conception of Set?” there are also questions about how the idea of “earlier and later” in the sequence is to be understood.


� On this contrast, see Parsons, Mathematical Thought and its Objects, pp. 113-122.


� Although a theory of “non-well-founded” sets, which allows for this possibility, has also been explored.


� As suggested in Parsons, Mathematical Thought and Its Objects, pp. 324-325.


� The method was given its name by Rawls, who first proposed it in 1951 in “An Outline of a Decision Procedure for Ethics,” later (in A Theory of Justice, p. 20) noting “parallel remarks concerning the justification of the principles of deductive and inductive inference” in Nelson Goodman’s Fact, Fiction, and Forecast. Rawls modified and developed the method in A Theory of Justice, section 9, and in “The Independence of Moral Theory.” The discussion that follows draws on my “Rawls on Justification.”


� In “Outline of a Decision Procedure for Ethics,” Rawls said that the considered judgments with which it begins are judgments concerning particular cases. But he later broadened the set of such judgments to include those judgments of any level of generality that seem evidently correct. See “The Independence of Moral Theory,” p. 289. 


� Political Liberalism, p. 97. In “Reply to Habermas,” Rawls says that reflective equilibrium is “a point at infinity we can never reach, though we may get closer to it in the sense that through discussion, our ideals, principles, and judgments seem more reasonable to us and we regard them as better founded than they were before.” (Political Liberalism, p. 385)


� A Theory of Justice, p. 46.


� A Theory of Justice, First Edition, p. 49.


� Peter Koellner explores this possibility in “Truth in Mathematics: The Question of Pluralism.”


� These questions are the appropriate ones to ask when another person’s firmly held beliefs conflict with ours even if that person’s beliefs as a whole are not in “equilibrium.”


� See Richard Brandt, A Theory of the Good and the Right, p. 20; Simon Rippon, An Epistemological Argument for Moral Response-Dependence; Thomas Kelly and Sarah McGrath, “Is Reflective Equilibrium Enough?” Timothy Williamson, The Philosophy of Philosophy, pp. 244-246.


� See Brandt, Rippon.


� As Kelly and McGrath point out, p. 352.


� I am thus not trying to “evade” these problems if that means ignoring them and hoping that readers will not notice this. See Kelly and McGrath, p. 353. Rawls also explicitly argues against the need for causal contact in the case of judgments about justice. See Political Liberalism, Lecture III, Section 6.


�Kelly and McGrath, p. 353.


� Here I am in agreement with Ronald Dworkin that only internal skepticism is worth worrying about. See Justice for Hedgehogs, Chapter 3, esp. p. 67-68.


� This would respond to the objection, which I mentioned in Lecture 1, that Normative Desire Theory by itself does not provide an answer to epistemological worries about normative truth.


� See Joseph Raz, “Incommensurability and Agency,” pp. 46-66, esp. pp. 50-62.


� I argue for this view of desires in What We Owe to Each Other, pp. 37ff. See also Warren Quinn, “Putting Rationality in its Place,” pp. 236, 246-247; and Joseph Raz, The Morality of Freedom, pp. 140-143.


�What We Owe to Each Other, p. 19.


� Bernard Williams’ internalist view involves both of these elements: the idea that reasons must be able to explain an agent’s actions and also, as I argued, in Lecture 1, the idea that it is irrational to reject claims about reasons that follow by “a sound deliberative route” from one’s desires and other elements of one’s “subjective motivational set.” 


� See Rawls, “Kantian Constructivism in Moral Theory,” and Political Liberalism, Lecture III, “Political Constructivism.”


� A Theory of Justice, Chapter III.


� A point on which expressivists such as Gibbard and Blackburn agree. See Gibbard, Thinking How to Live, p. 186, and Blackburn, “Errors and the Phenomenology of Value,” p. 153.


� This notion of objectivity is explored by John Searle in The Construction of Social Reality. Solomon Feferman argues that all of mathematics is objective only in this sense. That is, that mathematical statements are judgment-independent but not choice-independent. See “Is the Continuum Hypothesis a Definite Mathematical Problem?” p. 13


� Feferman holds, for example that the concept of an arbitrary set is not sufficiently well defined (within the judgment-independent but not choice-independent realm of mathematics as a whole) to give the Continuum Hypothesis a determinate truth-value. It has such a value only relative to a choice to develop set theory in one way rather than another. See “Is the Continuum Hypothesis a Definite Mathematical Problem?” p. 8, and “Conceptions of the Continuum.”


� Although even in these cases our most fundamental reasons (to do what promotes our survival or our enjoyment) would be the same.


� See Scanlon, What We Owe to Each Other, Chapters 4, 5.


� See Korsgaard, The Sources of Normativity, O’Neill, Constructions of Reason.


� Korsgaard, Self-Constitution: Agency, Identity, and Integrity, p. 20.


� I discuss this question in “Reasons: A Puzzling Duality?” and in “Structural Irrationality.” See also Niko Kolodny, “Aims as Reasons.” 


� For somewhat fuller discussion my “How I am not a Kantian.”


� See, e.g., Broome, ”Does Rationality Consist in Responding Correctly to Reasons?”


� Exactly how this is so is a complicated matter. See Raz, “The Myth of Instrumental Rationality,” and Kolodny, “Aims as Reasons.”


� Street, “A Darwinian Dilemma for Realist Theories of Value”, p. 110. (I have modified her notation to fit the one I have been using.)


� Although this may in fact be Street’s view. See her “In Defense of Future Tuesday Indifference: Ideally Coherent Eccentrics and the Contingency of What Matters,”





