Detail analysis:

After I imported the data, I measured the disk usage for every one server. It looked fine.

The data in coordinator was not more than 200M.

The data in each deamon was not more than 1 G.

After the system halt and restart.

The data in coordinators like:

Coordiantor1 : data 4.7G (replica.xxxx) log 4.7M

Coordinator2: data 4.3G(replica.xxxx) log 2M

Coordinator3: data 4.4G(replica.xxxx) log 4M

Timeline and log information:

I finished all operation about 19:00 pm. (sorry that I don’t remember exact time)

Then the coordinator 3 had some issues and the coordinator met same issues several hours later. Tomorrow, the whole cluster refuse to provide service(it is correct because the failure tolerant is 1)

The log of the coordinator 3 showed:

About 19:20 pm, log show;

 abdicating leadership because only 1 serber seem to be alive and we need 2 to make progress

About 19:40 pm, log show:

 daemon.cc:1323 snapshotting state at 271750

Then no other log was generated again. At the same time, the server have a very high disk read request until the system halt

Figure1: 

System total read/write bytes per second. Blue is read operation about 10,000,000 bytes/second. Yellow is write operation about zero.

Y axis: bytes/second

X axis: timeline
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The log for coordinator 2 showed:

About 19:42pm:

abdicating leadership because only 1 serbers eem to be alive and we need 2 to make progress.

About 20:42pm:

daemon.cc:1323 snapshotting state at 272750( but no other subsequent log info generated as usual)

About 22:00pm:

deamon.cc:1323 snapshotting state at 273000( also no other subsequent log info)

After it no log info was generated.

The server also have a very seems high disk read operation until system halt

Figure2: 

System total read/write bytes per second. Blue is read operation about 10,000,000 bytes/second. Yellow is write operation about zero.

Y axis: bytes/second

X axis: timeline

(Please ignore the data before 3.18: 16:00 pm)
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The log for coordinator 1 showed:

No exception log info found about 19:20pm, 19:40pm. But the log stop at about 10:00pm nearly the same time tamp with the coordinator 2.

