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1 Introduction
In this paper, I examine the relationship between language acquisition and cognitive development. There is a wealth of research and discussion that could be addressed and I am necessarily selective. I try to draw on the wide range of approaches that have been adopted and at the same time attempt a synthesis of sorts. The synthesis centres on a concept of personhood. At the end of the day, having given what I consider to be a reasoned account of language acquisition and cognitive development in the larger contexts of biology and social psychology, in which a person (a self) is characterised as a conversational process embedded in a conversational process (society, culture), I re‑emphasise the self‑transcendent nature of such systems in order to leave a modicum of mystery. “The world is deep” says Nietzsche (1961) and any accounting of man and his place in the world is necessarily open‑ended.

A sense of completeness is provided by recognising that any theory of the human being should provide some explanation of how the human being has evolved to become a creature capable of attempts at self‑explanation. It is that kind of explanation that I offer. In section 2, I ask “what is language”? In section 3, I ask “what is cognition”? In section 4, I consider their inter‑relation. In section 5, I add to the account the domain of affect and inter-subjective awareness.

Although the essay has a beginning, an end and parts in between that (I hope) give some impression of coherent development to the arguments, I am well aware that explanations of self-explanation such as that offered are, in the reality of consciousness, cognition and affect, multifaceted and multi-levelled gestalts. The very medium of expression, the written word, imposes its own constraints. In other cultures, in other contexts, a dance or song might be a more fitting medium for self-expression, self-discovery, self-explanation and communication.

2 What is Language?
“Languages are forms of life”, says Wittgenstein (1953) and in doing so both stresses the richness and complexity of the forms and functions of language and reminds us that to explain language is to explain life itself. Elsewhere, he says “Do not ask what a word means; look to see how it is used”. Thus, if the question “What is language?” is asked in the form “What do we mean by “language”?” we are damned from the start. Let us instead ask “How is the word “language” used?” In answering this question, we are no longer seeking the mysterious “essence” of language, rather, as good natural scientists, we engage in description and classification.

Judith Greene, for example, suggests that “language”, as a label, refers to a medium or vehicle that serves two distinct but interrelated functions: 

1
It is a medium for communication between persons

2

It is a medium for representing and directing “one’s own, internal cognitive processes” 



(Greene, 1975)

For my purposes, I find it useful to distinguish Greene’s second function as having two components: the representational function and the attention‑directing function. To clarify the nature of these functions and to reveal their intrinsic inter‑relatedness is the chief aim of this essay. In this particular section, I attempt to clarify the nature of the medium that embodies these functions. In later sections, I attempt to show how both functions and the medium have emerged together in phylogenesis and cultural evolution.

In the reference to Greene, I wrote a “medium”. One implication is that there are other media which for humans may serve and, for other organisms, do serve the same functions. Greene accepts that language (undefined) is a peculiarly human phenomenon and, like many writers, suggests it is the use of “language” that makes humans distinct from other species. This is certainly one route into a discussion of the nature, forms and functions of “language” but, for my purposes at least, is one which fudges the fundamental issues from the outset. Inevitably, discussion of “peculiarly human” language leads the writer to add all kinds of caveats that undo the original distinction, i.e., other organisms communicate, other organisms use “internal (symbolic) representations for problem solving”, other organisms engage in “purposeful” cognition. In no time at all, the label “language” is being used in a more general sense: “the language of the honey bee”, “the language of art”, “the language of the genes”, “computer languages”. Given the starting point of “peculiarly human” language, these usages are strictly metaphorical. Confusion arises insofar as the original referent (human language) is itself not understood and fully explicated. Often, the conceptual confusion is relatively harmless. Computer scientists, for example, anthropomorphise their storage media by referring to them as “memories”. This is harmless in context but becomes harmful when the original referent (in this case the “human” memory of Proust, Laurie Lee or Henry Miller) is “explained” as being nothing more than neurological adaptations (cf. Von Foerster, 1969). Similarly, it is potentially harmful when “peculiarly human” language is “explained” as nothing but a “symbol system” or “medium of communication”.

It seems then, that with only a cursory glance, the label “language” may be used in a confusing number of ways, but, as well as describe, one can prescribe, i.e., in order to avoid confusion, one can make distinctions between media, functions and processes and apply labels consistently to the forms distinguished. One could, for example, use the label “language” liberally to designate all media of communication, representation and cognition. As “all” media, it is then “the medium”, i.e., one can describe and classify subtypes (“body language”, “the language of the emotions”, “the language of bureaucracies”, and earlier examples) this global usage still leaves one with the sense of there being an unidentified essence. All usages have a “family resemblance” but, as in Wittgenstein’s discussion of the concept of a game (op. cit.), once and for all defining attributes may be impossible to find or, if found, be too general to serve any useful explanatory or classificatory purpose.

An alternative strategy is to restrict the use of the label to particular forms that do have well‑defined attributes and to find other labels for other forms. This is the tactic I shall adopt, employing distinctions and labels that have emerged in recent developments in the sciences of semiotics, cybernetics and systems theory: the concept of system itself, and the necessary distinctions between information, communication and signification.

In brief, living systems may be characterised as energetically open systems (Von Bertalanffy, 1950) that are organisationally closed. As Maturana (1970), in particular, has stressed, there is a fundamental circularity in the organisation of a living system that underlies all change, development and evolution. The one invariant of a living system is this circularity of organisation (processes produce products that embody the processes that produce the products).

Information, in Bateson’s (1972) terse aphorism, is “a difference that makes a difference” and refers to the role that certain physically distinct events have, within the circular organisation that is the organism, of controlling or regulating other events (processes). These events, which, following Cherry (1957), I shall refer to as “signals,” may originate within or without the organism. Communication refers to the exchange of signals between organisms or between parts of an organism that synchronises their behaviour, that, for the moment at least, constitutes them as subsystems within a larger system. Signification refers to the fact that, at least from the perspective of an external observer, a signal stands for or represents a relation or state of affairs other than itself. Where there is a relatively invariant correlation between signals and their referents, one may talk of a “sign system” (Cherry, op. cit.).

Different authors employ different terminology. Ogden and Richards (1923) refer to “symbols”. Piaget (1972) refers generally to a “semiotic function”. Mead (1934) develops the concept of the “significant symbol”. Cherry (following Pierce (1972) and Morris (1946)) considers “sign” to be the preferred term for events and classes of event that signify or stand for other events, entities or relations. He quotes from the Oxford English Dictionary: “A symbol is a sign regarded by general consent as naturally typifying or representing or recalling something by possession of analogous qualities or by association in fact or thought”. “Uncle Sam” is given as an example of a symbol. The term “icon” is also used for “a sign which is considered to bear some analogy or resemble to the form of its designation” (Cherry, op. cit.). Thus, both symbols and icons are signs and some symbols are iconic but signs in general are not necessarily symbols or icons. (See fig.1.)




Although all communication involves signals, not all employs a distinguishable sign system. In an example due to Tinbergen (1951), the struggling fly signals its presence to the spider, but the fly’s response is not a sign, in the sense intended. Signs (Tinbergen’s term is “sign stimuli”) and sign systems evolve as “responses that are adaptive in interaction with other organisms”. The sign systems of primal communication have been explored and discussed extensively (Tinbergen, op. cit., Lorenz, 1952, Thorpe, 1956). They are generally considered to have evolved from “intention movements and “displacement activities” and vary from stereotyped, ritual displays (as in the “greeting” behaviour of grey lag geese) to the subtle expression of emotional states by vocalization in apes and monkeys (v. Marshall, 1970).

A distinction, stressed both by Wilden (1972) and Watzlawick et al (1968) is that between “digital” and “analogue” communication. The distinction refers originally to forms of computation, employing discretely or continuously varying signals to represent variable quantities. Bateson (Bateson, op. cit.) appears to have been the one who originally applied the distinction to forms of human communication. Although expressive movement and vocalization may be thought of as sign systems that involve the temporal sequencing and coordination of different signs, there is no quantization or discreteness inherent in such systems. Sign types and their referents are picked out only at the discretion of an external observer by some sort of averaging process (e.g., the typical “smile”). 

Such systems are clearly analogical. In contrast, speech and the “sign languages” employed by the deaf are digital. In speech, quantization appears at several levels. Phonologists distinguish 

phonemes, morphemes, words, phrases. Phonemes are the discrete sounds out of which the least meaningful units are composed (the morphemes). Thus, speech is (at least) doubly digitised (sometimes referred to as “double articulation”). Linguists also distinguish, and study separately, the “sound stream” that constitutes speech, i.e., phonetics. Although phoneticists may distinguish discrete “phones” for purposes of analysis and in forming meaningful connections with phonology, speech, as sound, is analogical and is experienced as such by a listener who is not a speaker of the language overheard (v. Lyons, 1970). As stressed by Fry (1970), speech perception cannot be accounted for solely in terms of acoustic analysis, it is a form of pattern recognition that, in Neisser’s (1976) terminology, is both data driven (bottom-up in its use of cues) and concept driven (top-down) in its use of hypotheses or schema that give form to the input. The pattern recognition process both distinguishes “quanta” and groups them synthetically to form higher order quanta.

Human language, then, consists, in part at least, of a digitised sign system (in fact, “doubly digitised”). I am not aware of any other animal communication systems that have this property, which is probably enough to make human language unique but there are other 

features that reinforce this view. The “genetic code” is digital and has several “grammatical” features. Neuronal transmission is also digital. Although both are “signalling systems” and the external observer may, perhaps, distinguish signs with invariant referents, as “intra-organism” systems, the status of “sender” and “receiver” are ill-defined. (The status of the users of sign systems is discussed later.) 

Bruner (Bruner et al, 1966), for example, stresses that, as well as language employing a sign system, it is also “categorical”. Signs may refer to classes as well as to discrete entities. It is also “grammatical”. Here, he is stressing the “generative” nature of language. The concatenation of signs is rule governed. A user of a language who knows the rules (albeit tacitly) may, given a sufficiently large vocabulary (lexicon) of signs and referents of the required grammatical types, generate a potentially infinite number of grammatically correct utterances. This latter aspect of language has been stressed repeatedly by Chomsky (v. Chomsky, 1972) and will be referred to later.

With respect to the defining features of language, Wilden (op. cit.) suggests that “The critical use of the term language should be confined to those systems of communication displaying a set of characteristics which are not met with in any other systems of codes and messages, characteristics such as double articulation, selection and combination of digital components, distinctions and oppositions, signifiers in the proper sense, signification as distinct from meaning, tense, and above all, syntactic negation”.

By “signifiers in the proper sense”, I believe he means the “sign, referent, user” triad of Pierce, Morris, Ogden and Richards and, by “signification as distinct from meaning”, I believe he means the distinction between the sign-referent relation (one sense of meaning) and the message-recipient relation (“pragmatic” meaning) where, although the latter is always implicit in a communicational exchange, the former is only invoked where a digital sign system is employed.

The reference to distinctions, oppositions and syntactic negation, together with Bruner’s stress on categorisation, emphasises a further function of language (one not stressed by Green, but implicit in her concept of the representational and attention directing functions), the logical function: language may serve as a calculus. “Natural logic” includes not only assertoric logic (Aristotelian or otherwise) but also deontic logic (Von Wright, 1963), the logic of commands (Rescher, 1966) and modal or tense logic (Fisher, 1962). 

At least according to Whorf (1956), some North American Indian languages do not have tenses denoting the passage of time but do have modes, which serve an analogous function, so perhaps Wilden’s citing tense as a critical feature needs to be restated as the more general feature that language proper has modes whose usage is determined by the speaker’s perspective with respect to the states of affairs referred to by the signs he utters.

With this accumulated view of language as a particularly complex sign system, we have, perforce, come some way towards a definition but we are still far from explanation. As I hope to make clear, depending on the primary orientation of the writer (linguistic, psychological, sociological), “language”, as a label, has a more or less restricted reference. Much else is tacitly assumed, ignored or overlooked. Already, in the discussion of “pattern recognition”, processes of cognition were invoked to lend coherence to the account, thus anticipating the next section. Reference to the logical function similarly calls for an expansion of the discussion, with an explicit or implicit place for the role of cognition. Similarly, it has been necessary to refer to the logical status of language users and, with Wilden’s comments, to pragmatics and, by implication, the intentions of users, thus anticipating sections 4 and 5.

Before going on, it is useful at this juncture to formally state the already implicit distinctions between syntax, semantics and pragmatics. Syntax refers to the rules governing the concatenation of sign types. Semantics refers to the relation between a particular sign (or sign token) and its referent.  Pragmatics refers to the intentions of the users of a sign system. Following Pierce (op. cit.), Morris (op. cit.) has stressed that logically, pragmatics encompasses or adumbrates semantics and syntax and that semantics encompasses semantics (Fig. 2).




In other words, characterisations of syntactic relations between signs can only occur in the context of semantic relations between signs and referents and, in turn, characterisation of semantic relations can only occur in the context of the pragmatic relations between signs and users. Implicit in Morris’s distinction is the implication that, to some extent, language users have a shared understanding of the semantic relations, as well as the syntactic, and that for pragmatically effective communication there is some awareness that this is so. For the moment, “awareness” is undefined, though some explication is necessary and is offered later. It is perhaps worth noting that Chomsky’s “generative” grammars concern themselves only with syntactic and semantic relations.

To anticipate, studies of language acquisition have moved progressively from a concern with syntax, to semantics and, more recently to pragmatics. Chomsky, himself, has little to say about pragmatics. Although he refers occasionally to Pierce, I have not yet found mention of G.H. Mead in his writings, which makes his discussion of “language acquisition devices” when arguing for innate structures (“universal grammars”) curiously flat and mechanistic. I shall take up these themes again at a later stage.

3 What is cognition?

Cognition is a synonym of “thought”. Etymologically, thinking is related to “thing”. A ready understanding of the relation is that, in thought, signs stand for things and in many uses of the term thought, the role of language as a medium is implicit. In modern usage, the term cognition is given a more general interpretation. For some reason (with all respect to Lloyd‑Morgan’s canon), it seems more sanitary to refer to (and study) the cognitive processes of an octopus (v. Sutherland, 1968), than to refer to an octopus’s thinking or, perhaps worse, mentation. Similarly, reference to the cognition of a human infant seems more acceptable than reference to his/her thought.

For present purposes, I shall follow common usage. Cognition, though implying some form of signification, is a label for a more general process, common to all living systems, not just those that employ a language (as defined in the last section). Some writers would still wish to restrict the usage of the term “cognition” to processes occurring in organisms having some form of specialised nervous system. Maturana (op. cit.), for example, gives the nervous system a special role, as being capable of representing “pure relations”, which I understand to be “intra‑organism” relations, which, according to his analysis gives the organism the possibility to abstract and to “interact with its own interactions”. This may be so but I am hesitant to treat even a single celled organism as anything but a highly complex, organisationally closed system rich in “internal” interactions.

To understand cognition as a general phenomenon of living systems we need to invoke the distinction between information and energy. As already noted, information is a “difference that makes a difference” and refers to energy changes that serve a signalling or controlling function in so called cybernetic circuits. Organisational closure implies a circularity of causation. Cybernetics adds to the physicist’s or bio-physicist’s account of the matter/energy transformations a description of the organisation of the system, seen from the perspective of the control engineer. The major insight of cybernetics is that principles of organisation exist that hold generally for any such circularly causal system, irrespective of its embodiment in a particular fabric. “Cybernetics has its own foundations” (Ashby, 1956). It was Ashby who first saw with relentless clarity that such systems necessarily evolve to become more informed of the constraints that govern the universe(s) of which they are a part. “Only variety can control variety” is the maxim expressed in his Law of Requisite Variety (op. cit.). A living system, though finite in a potentially infinite environment, becomes informed of the regularities and redundancies in its environment. Its own “internal variety” (organised complexity) is such that, while it survives, it can control (predict, monitor, maintain) the seeming chaos in which it lives. There is a real sense in which the “Laws of Nature” reside in man not in nature. “The environment contains no information; it is at is”, says Von Foerster (1970), in similar spirit.

From the perspective of an external observer, certain processes in an organism may be seen to be specialised in their function. Some metabolise food, for example; others are concerned to obtain food and avoid hazards. The cognitive processes are those that specialise in monitoring, controlling and predicting the relevant states of affairs in the environment. As such, they may be said to model the environment or, in my earlier phrase, to be informed of it, to literally contain its form (cf. Spencer-Brown, 1969).

Note; all this is from the perspective of an external observer. Awareness, as a property of such systems, appears to be imminent in that peculiar moment in evolution when part of the universe literally closed itself off from the rest. The pressure of natural selection has led to greater and greater capacities for looking back out at what was left behind, leading finally to the “awareness of awareness” discussed in different contexts by Maturana (op. cit.) and Harre´ (1978). Prigogine (1980) has offered some account of how “open chemical systems with a coherent apace‑time structure at the macro‑level” have come into being. The logic of their evolution is elegantly summarised by Dawkins (1976). A general mechanism for adaptation, which employs an internal to the system variety generating mechanism (a form of “internal trial and error”) has been proposed by Holland (1975). Waddington (1975), with his concepts of epigenesis and homeorhesis, has helped explicate ways in which complex forms may unfold in development and maturation, not as the blind working out of a blue print but as the adaptive response to environmental constraints. 

Living systems are informationally economic; determining information
 is stored in the environment not just in the gene pool, this principle finding its most powerful embodiment in parent‑offspring interaction, found in its most highly evolved form in primates and, in man, giving birth to the higher order phenomena of the transmission and evolution of culture.

Although nature is rich in the variety of her forms and processes, as elegantly pursued in the work of D’Arcy Thompson (1961) (and more recently Abraham, 1976, Thom, 1973), evolving forms conform to mathematically characterisable possibilities.

Somewhere in this conceptually confused meeting ground, there lies the rapprochement between the strict naturism (with respect to language development and acquisition) of Chomsky and the “cybernetic empiricism” of Piaget (with respect to cognitive development). As Piaget so often insists, there are no “ready-made structures” only “self-regulations functioning in circuits and having an intrinsic tendency towards equilibrium” (Piaget, 1972). Here, Piaget’s thought is exactly in line with Maturana’s (op. cit.) insistence that the one invariant of living systems is the circularity of their organisation. Structures, per se, are not “given”, rather the potential for structures to evolve, to be constituted, is given. This is the clear starting point in phylogenesis. Of course, in the ontogenesis of highly evolved organisms, even Piaget is prepared to begin his account with the “innate schemes” of simple reflex action, which become coordinated and integrated by “reciprocal assimilation”. For him, the “logic of action” is a sufficient ground out of which structures embodying “the logic of grammar” may develop. A closer look at Chomsky’s arguments shows he himself conceives of some sort of “bootstrap” operation in which more sophisticated structures evolve out of more primitive givens.

“It is not impossible that detailed investigation of this sort (the character of the stimulation and the organism environment interaction that sets the innate cognitive mechanism into operation) will show that the conception of universal grammar as an innate schematism is only valid as a first approximation; that, in fact, an innate schematism of a more general sort permits the formulation of tentative “grammars”, which themselves determine how later evidence is to be interpreted, leading to the postulation of richer grammars, and so on”, Chomsky (1972, p.89)
.

The essential features of a “universal grammar” or even a primitive, very general “universal grammar” are nowhere spelled out clearly by Chomsky, although he has emphasised the “subject‑predicate” relation as being one universal fundamental. I suggest that the purely cognitive root of this relation is to be found in the “figure‑ground” relation, observed in the most primitive structures specialized for perception (cf. Lettvin et al, 1959). That an organism can compute such relations is, in turn, implicit in the closure property, already emphasised, by which an organism makes itself distinct from its environment. “The organism is its own ultimate object,” says Von Foerster (1976).

Grammars also imply signification, in Pavlov’s famous phrase, “second order” signification. As already noted, first order signification of some sort is a necessary property of any cognitive system. As I argue later and as insisted upon by Mead (1934), the genesis of “second order signalling” is to be found in social interaction.

Before going on to consider Mead’s contribution, a more elaborated account of first order signification and cognitive development is in order.

Consider a simple reflex (Fig.3)




An organism responds to an external event, the stimulus. As a result of its cognition, it makes a particular response. From the perspective of the observer, the response could be said “stand for”, “represent” or “refer to” the external event, the stimulus.

A further sense of signification is added with the concept of the “conditioned reflex” (Fig. 4).




As in the classic Pavlovian situation, in (a) the conditioned and unconditioned stimuli are contiguous in time. Eventually, as in (b), the CS alone is sufficient to elicit the response in question. It is a “sign”, standing for the UCS. Missing from this analysis is the fact that an organism is goal-directed and active. A reinforcing event of some sort is necessary if the CS is to continue to act as a sign for the UCS. Furthermore, since the organism is active, there is an overall circularity (Fig.5).




To perceive a stimulus is to respond (v. Dewey’s (1896) classic analysis of the reflex). This active, selective aspect is true also of the conditioned reflex. An experimenter may present a bell or buzzer with food but the organism may “select” his white coat as the UCS (v. Konorski, 1962, who captures this idea in the aphorism, “Information cannot be separated from its utilisation.”). In this larger context, the response is a sign for the stimulus.

Piaget has stressed the general importance of the “semiotic function”. Bruner (v. Bruner et al, op. cit.) stresses the role of “iconic” representation, distinct from sensori‑motor or “enactive” representation. Both Piaget and Bruner recognise the importance of an organism’s capacity to represent relations (such as S‑R relations) internally and, most importantly, atemporally (v. also Lashley’s (1951) discussion of the problem of the atemporal organisation of serially ordered behaviour). With such atemporal representations, “schema” may act on “schema”; higher order “habits” (S‑R relations) may act on lower order “habits”. In general, plans may be formed (v. Miller, Galanter and Pribram, 1960). As Piaget has observed, as this capacity emerges in human development, children become capable of imitation and symbolic play.

Whence the “semiotic function”? I suggest it lies in the crucial role of inhibition which has been stressed particularly in neurophysiological contexts. To inhibit a response means literally to keep it in (L. in‑habere ). Inhibition is itself a response and may itself become habitual. As such, it may serve as the internal response (sign) that stands for the stimulus (CS or OCS) that stands for the response inhibited (Figure6).
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Fig. 6. Inhibition as the source of “internal, atemporal signification.”
As Piaget and Inhelder (1969) note, “the semiotic function detaches thought from action and is the source of representation. Language plays a particularly important role in this formative process. Unlike images and other semiotic instruments which are created by the individual as the need arises, language has already been established socially and contains a notation for an entire system of cognitive instruments (relationships, classification, etc., for use in the service of thought. The individual learns this system and then proceeds to enrich it,” (ibid, pp.86-87).

I consider further the relationship between language and thought in the next section. Fig.7 tersely summarises cognitive development as described by Piaget. Several points are worthy of emphasis. “Universal grammar” requires a logical syntax with negation. In Piaget’s account, this logic is imminent in the logic of action and the concept of reversibility (actions may be “undone”). Integration of sensori-motor schemata into coordinated wholes both generates “object permanence” in the environment and a differentiation of subject from object. With the semiotic function, the organism may represent its own actions (cf. Maturana’s phrase “interact with its own interactions”, op. cit.) There is an accompanying “awareness of awareness”. In so far as the organism’s actions are part of a coordinated, co-adapted whole, there is awareness of self (cf. Kagan, 1979, p.293), though, as yet, no stable “self‑image”. The genesis of this is discussed in section 5.
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4 Language and thought

The classic statements on the relationship between language and thought in the context of child development are those of Piaget (1952) and Vygotsky (1962). Both agree that language and thought have separate origins. The former arises in the nexus of social interaction. The infant vocalises to express emotion; through imitation, the infant associates sounds with objects, initially as ‘part’ of the object. At a later stage, the great discovery that object have names is made.

In Piaget’s account, as language develops as a medium for the semiotic function so it makes available its “cognitive instruments” for the service of thought. At the same time it shapes thought. As the infant “grows into language”, its power to represent and calculate is revealed. Always, Piaget stresses, the necessary underlying cognitive structures must evolve, through action and experience, to fit the template of language.

This account is unsatisfactory for several reasons. Vygotsky (op. cit.) was an early critic. He successfully demonstrated the regulative function of egocentric speech and added to Piaget’s account a plausible description of how such regulated speech becomes internalised as a Pavlovian “second-order signalling system” (v. also Luria, 1961). In his later writings (e.g., Piaget and Inhelder, op. cit., p.121), Piaget appears to accept the force of these criticisms, seeing differences chiefly as a matter of emphasis, although there is nothing in Piaget’s writings that quite parallels Vygotsky’s conception of the evolution of internalised speech to become a translated “private” system of “units of meaning”.

Dale (1976) summarises the two positions as in Fig. 8.
Order of development according to Piaget

Pre‑social speech
 egocentric speech
 social speech

 (repetition, echolalia, monologue)

Order of development according to Vygotsky

Socialised speech egocentric speech inner speech

 (regulative) communicative speech.

Fig. 8

Piaget’s concept of “egocentrism” is rather confusing. Its chief ambiguity lies in the confounding of at least three concepts, 1. a lack of self awareness 2. a relative inability of a “self” to take the perspective of the other 3. a form of “self‑centredness” or lack of interest in the views and interests of the other.

As noted below, in a “skills” analysis of language acquisition, repetition and echolalia are pre‑ or (perhaps, better) non‑social behaviours in which the infant “plays” with sound. This is “egocentric” in the first sense: awareness of self is neither implied nor necessary.

With respect to the “monologue” aspect of egocentric speech, a close reading of Piaget’s examples shows how close this concept is to Vygotsky’s notion of the regulative functions. Speech that accompanies behaviour (Piaget) is, for Vygotsky speech that guides behaviour. Piaget himself says the child behaves “as though he were thinking aloud”. Note the inversion: the phrase implies an analogy with adult forms of behaviour, as if the child could “think silently” if he chose. It is this proposition that Vygotsky vigorously denies. In Piaget and Inhelder (op.cit) the following comment is found in a footnote:

“Vygotsky. . .. .interprets it (egocentric speech) as the functional infantile equivalent and the source of the internal language of the adult; that is, as a personal, but not necessarily egocentric, use of speech. This interpretation is acceptable, provided one stipulates that it does not exclude egocentrism (in the specific sense intended).”

Again, perhaps unwittingly, the question is begged in the use of the adjective “personal”. As argued below, the regulative use of language is a necessary prerequisite for the emergence of “personhood”. I have already commented on the lack of a “specific sense” for the term “egocentrism”. In Piaget’s examples of “collective monologues”, the third sense is stressed (selfishness). The second sense is brought out by examples designed to show the difficulties young children face when giving explanations to others (for example, of the rules of a game). This appears to be the chief sense intended by Piaget (the epistemological, as distinct from the ontological (sense 1) or ethical (sense 2)). Here, Piaget comes closest to Mead’s position (as discussed below). Perhaps in terms of insight, the positions are identical; they differ in the form and clarity of their exposition. Piaget has a tendency to write as if a “self” already exists but a self which is “locked in on itself”. For Mead, these are key stages in the emergence of a true self, as an internalised social process.

Immediate access to the kernel of this process is obtained by contemplating the common usage of such phrases as “I direct my attention”. The regulative, attention directing function of language is intrinsically self‑referential. As Mead stresses, self‑reference emerges as the counterpart to other-reference, but this is to anticipate the next section.

To return to Vygotsky: his concept of inner speech and the “unit of (word) meaning” sheds some light on the issues addressed by Chomsky. As Vygotsky notes, development of syntax and semantics proceeds in “opposite directions.” Semantics moves from the whole to the units that make up the whole. For the infant, a single word utterance is a sentence, a semantic whole. Only later are words recognised as meaningful parts of wholes. Syntactically, the movement is from the part (the word) to the whole structure (phrase or sentence). In his discussion of the relationship between thought and inner speech, Vygotsky elegantly describes their interpenetration and overlap. The “units of meaning” are predications, meaningful distinctions, with a richness of “sense” over and above the “meaning” of the linguistic sign(s) employed. As I understand his discussion, implicit in the richness of the semantic texture of thought are the distinctions that emerge later, explicitly, as the syntactic forms of Chomsky’s “universal grammar”. They provide a semantic ground out of which the syntactic base of Chomsky’s “deep structures” may emerge.

For some reason, Chomsky writes as if the syntactic base is a priori. He has a role for a semantic component but this appears to be limited to a “reading” of the surface structure generated by syntactic transformations (Fig.9).
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Fig. 9 (After Chomsky, 1972, p.140).


The muddle in Chomsky’s thought is that he fails to see that the fundamental syntactic structures (e.g., the “subject predicate” relation) are abstractions from a semantics. The child may not have names for the abstract categories “subject”, “predicate” but in the natural economy of his cognition, they are marked out, i.e., distinguished. This is a distinction he learns to make. At a sufficiently “microscopic” level of analysis the successive acquisition of syntactic rules, as generalisations, is revealed. The point is that in some meaningful way, employing his developing, inner speech, the child does say to himself, “Ah! There appears to be a rule (e.g., adding ‘- ed’ as a part tense marker), I will use it”. In other words, grammatical rules are acquired as part of skilled behaviour, which requires a reflective, “attention-directing” component, not as a blind adaptation or conditioning (v. Kelley, 1967).

A “skills-analysis” of cognitive development has been proposed by Fisher (1980). His account is essentially a development of Piaget’s, adding to Piagetian theory a set of constructs that do allow for a more fine-grained analysis. For example, (in Fischer and Corrigan, 1981) he gives an analysis of the development of the “naming relation”, in which several skills become integrated. In fairness to both Piaget and Vygotsky, Fischer is able to draw on much contemporary work. For example, prerequisite skills are:
1 
association of name as part of object (Corrigan 1978)

2 
the use of the name as an accompaniment to action, eventually to serve a regulative function

 
(Corrigan, op. cit.)

3 
the prior acquisition of the skill of articulating speech sounds in “playful” rehearsal, Weir

 
(1962)

4 
the acquisition of communication skills in the dyadic relationship with a caretaker

For 4, movement and expression are synchronised. “Turn taking", as a skill, is acquired (Bruner, 1975). Gestures and vocalisations acquire a “command” function, as they are used to bring about desired events (Dore, 1974). The “paralinguistic” patterns of speech forms (the “carrier waves” of sentences and phrases, with their distinct tones and cadences) are practised and mastered.

Fisher’s account portrays a gradual mastery and integration of these skills and is perhaps a necessary, gradualistic counterpart to the flash of insight (described by Helen Keller), when as Stern puts it “the child makes the greatest discovery of his life”, that “each thing has a name”.

To return to the semantics/syntactics distinction: approaches that seek a semantic ground for the emergence of syntactic forms have been developed under the general heading of “generative semantics”. “Case grammars” (Fillmore, 1968), for example, specify a set of distinctions (“agent”, “action”, “instrument”) that are semantically “deeper” than the “subject predicate” relation and have been employed in studies of child language (e.g., Brown, 1973). Related work lies in the areas of artificial intelligence and computer-based language translation systems. A full discussion is beyond the scope of this paper but mention should be made of work on memory systems employing “semantic networks” (Collins and Quillian, 1972, Anderson, 1975) and to Winograd’s and Schank’s approaches to language comprehension.

The semantic networks are of interest in that the forms of relation encoded frequently resemble those of “case grammars”. Winograd’s (1972) program for understanding natural language is of interest in that it consists of three “modules”, syntactic, semantic and “real world”, that interact “heterarchically”. That is, interpretation or generation of an utterance entails an interactive “coming and going” between the modules. Information about semantic relations may guide syntactic analysis which, in turn, may guide further investigation of semantic relations. Similarly, knowledge about the real world may be sought to resolve ambiguities and the syntactic and semantic analyses, in turn may guide perception and action on the real world.

Schank’s work (v. Schank and Abelson, 1977) is of interest in that semantic analysis of written text is carried out by reference to stored knowledge (“scripts”) concerning the conventions of 

human behaviour in particular settings (the “tacit” knowledge of social life (Polanyi, 1963)), in pragmatic contexts. As there is a “sensori-motor” or “enactive” logic of action, so there is a “tacit” logic of interaction.

Piaget (1956) says of the logic of action: “Without a mathematical or logical apparatus, there is no direct ‘reading of facts’, because this is a prerequisite. Such an apparatus is derived from experience, the abstraction being taken from the action performed upon the object and not from the object itself”. This is essentially what Mead says of social interaction: its logic arises as an abstraction from the experience of interaction. In this logic, the distinction between participants arises and, with it, the “social signs” that will serve later to encode logic. Together, the “tacit” logics of action and interaction provide the semantic base that, when digitised as units of meaning, gives rise to syntax.
5 Intersubjectivity and self as social process

In previous sections, I have at least hinted at the importance of the role of awareness and social interaction both in phylogenesis and ontogenesis. I have also noted the “middle ground”; the cultural evolution that has provided the institutions, the “amplifiers” and facilitators that serve the developing child.

Mead’s (1934) analysis of the genesis of self and society is now classic. Berger and Luckman (1967), drawing from Mead’s thought, tersely capture the essence of the self-society dialectic as follows. Action is “externalised”. Through social interaction it is “objectified” as social institutions, shared rules, roles, attitudes and perspectives. A child born into a given culture encounters the “social objects” and “internalises” them. And so it goes: creatively, man constitutes novel social institutions and, it seems, mechanically, succeeding generations are made to fit and conform. The greatest and most powerful “social object” is language. It is a system of rules, roles and attitudes in its own right and is a major means of access to other “social objects”.

Mead’s key concept is of the “significant symbol”. To avoid terminological confusion of the kind noted in section 1, a better label, perhaps, is “the social sign”. Its significance lies in the fact that communication employing such a sign system is between participants who can “take the perspective of the other”. Such signs not only have an agreed or shared meaning, in the sense that an external observer notes that they are used in similar ways by the participants, they also have agreed or shared meanings from the perspective of the participants. In brief, the participants, too, are observers. With this concept, we are equipped to come full circle and, as suggested in the introduction, explain the observer to himself.

Jaynes (1979) suggests that in man’s cultural evolution, modifiers (e.g. used to distinguish “here” from “there”) arose first, c.70,000 B.C. This digitisation necessarily gives rise to opposition and, in the appropriate pragmatic contest, negation (“here!” meaning “here”, not “there”). In Jaynes’ account, the differentiation of nouns occurred c. 40,000 B.C. Here, we have the first true logical distinction between sign and referent (Wilden’s “signification in its true sense”). Here are the first “shared universals” or “named concepts”. Language becomes categorical. By “nouns”, Jaynes, strictly, is referring to the pragmatic function of “single word” utterances, predication (the Hopi “flash”). The “tacit” logic of action and interaction (which grows with experience) is the rich source for the elaboration of more complex syntactic forms. At a later stage, the inversion, whereby syntax (grammatical categories) “determines” sense, becomes possible (“it flashes”). (Cf. also Winograd’s concept of syntactic‑semantic interaction.)
Jaynes suggests the use of proper names for persons arose c. 10,000 B.C., linking this, archeologically, with the first known “ritualised” burials. He further suggests that full individual awareness of self (as volitional agent), did not arise until c. 6,000 B.C. Prior to this, there was only a “social self”, directed by “auditory hallucinations”, the internalised commands of “God‑ Kings”. The awareness of the individual as a distinct self with volition came as travel and commerce broke down the barriers between relatively isolated cultures. Jaynes’ account, on the evidence available, can only be regarded as suggestive, but it does remind us that human consciousness and awareness, as now known, is an evolved phenomenon. In modern times, Rastafarians have a concept of self and “super-self” encapsulated in the formula “I and I”. Some accounts of the cognition of Australian aborigines suggest that similarly, they lack a distinct concept of individuality: the “individual” psyche is in direct contact with the powers that have created the cosmos.

Mead’s account is a framework sufficient to account for this variety of consciousness. The “I” emerges in the dialectic of reciprocal role taking: taking the other’s perspective. The “generalised other” is internalised. Thought becomes an inner dialogue between perspectives: the self is a social process. “Self-image” is a social construct and, as noted, may take different forms in the different cultures. It is difficult to do justice to Mead’s work in a few sentences. What I admire most is the “holistic” nature of his thought. His concern with thought and language is contained in his larger concern with the relation between an individual and the society of which he is a part. From these concerns, he constructs a more general cosmology and epistemology (v. Mead, 1938 and Miller, 1973).

In Mead’s analysis, the semiotic function, the use of speech and tool using co-evolve. The hand uses a tool in a social context. Skills are transmitted through sign and gesture. With skilled manipulation comes the internal trial and error of “inhibited” responses. “Social signs” first appear as “inhibited” (reflected upon) intention movements.

Mead’s conclusion, that thought is an internalised dialogue, comes close to Vygotsky’s thesis but, whereas Vygotsky is at some pains to distinguish the “inner monologue” from the “external dialogue”, Mead conceives the former, too, as a dialogue, as conversational in form. Unlike Vygotsky, Mead has his concept of “the self as a social process” to guide his thinking. Vygotsky’s vision does not extend that far; he sees only the oppositions: in “internal speech”, we know what we are thinking about. At one point, he does use the phrase “when we converse with ourselves” and likens the abbreviated, “tacit” knowing of intimates to the abbreviations in inner speech, but the conversational aspect of inner speech is not emphasised, it remains “tacit” in Vygotsky’s thought.

From different starting points, Pask (1975) has arrived at similar conclusions to those of Mead. He characterises the “psychological individual” as a “self‑replicating system of memories and concepts”. Fig.10 shows his “skeleton of a conversation”, the necessary distinctions made by an external observer. First order signalling takes place in the causal action of processes on processes: knowing leads to doing leads to knowing; memories reproduce concepts that reproduce memories. Thus, levels of cognition are distinguished as an “hierarchy of control”. A concept is a procedure that “recognises, reproduces or maintains a relation”, e.g., in context, riding a bicycle, performing a calculation. A description of a concept is a “task structure” that says “what may be done”. A memory is a (metacognitive) procedure that “recognises, reproduces or maintains concepts”, for example, in context, justifying a method or providing a “chain of explanation” showing how the understanding of particular concepts is derived from or entails the prior understanding of other concepts. A description of a memory is an “entailment structure” that says “what may be known”.
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 “provocative interaction” between participants. 
Fig.10 Pask’s “skeleton of a conversation”.

Pragmatically, any utterance has the form of a command, interpreted (in context) at the level of knowing (learn! remember!) or at the level of doing (do!). For B to understand A, he must be able to instantiate A’s concepts (as models or exemplars) and also be able to show how A’s concepts are inter-related as learnable, memorable wholes. “Entailment” and “task” structures that are coherent and consistent describe “domains” (e.g., a learnable/teachable thesis) that support “viable” (reproducible) conversations (“psychological individuals”).

Second order signalling takes place in the “provocative” interaction of participants. Understanding implies shared perspectives; the cognitive processes of the two participants are to some extent synchronised. In teaching and learning (Pask’s main concern), the cognition of one participant is replicated in the other. One becomes an analogue of the other. Pask argues that the distinctions made by the external observer of a conversation must, logically, also be made to characterise the cognition of an isolated psyche (cf. Ryle, 1971). Here, replication is literally self‑replication. The “psychological individual” is a stable systemic whole, is “organisationally closed”. Thus, Pask distinguishes a level of organisation, of coherent structure above that of the biological, that applies both to persons and the social systems that they form. In his “inner conversation”, the person explains and justifies himself to himself. In observing himself, he makes the same distinctions as when acting as the external observation of a conversation. In the “outer conversations” that constitute social institutions, the participants agree and disagree and negotiate shared descriptions, explanations and justifications. Self-analysis reveals a similar interaction between “participating attitudes” and “points of view”.

Newson and Newson (1979), in a critique of Piaget’s account of cognitive development, come very close to a similar (Meadian) position, in their insistence that “Knowledge itself arises within an interaction process”, “Knowing and being able to communicate what we know need to be viewed as opposite sides of the same coin”. They argue that the semiotic function arises out of the “primordial sharing situation” (v. Werner and Kaplan, 1963), in which mother (or other adult) and infant “share” an experience. This sharing is “sensori-motor, affective, pre-symbolic”. In short, it is shared awareness. Here Newson and Newson come close to discussion of, to coin a phrase, “the effect of affect on affect”. Human beings (and other organisms) are capable of feeling each others feelings and feelings may be shared, including a feeling (or “sense”) of oneness and deep, tacit understanding.

The effects of affect are not directly observable as overt stimuli, responses and reinforcers, although, presumably, there are physiological concomitants. The subtle role of affect in human communication is largely missed in behavioural approaches to analyses of infant-caretaker interaction. There is a case to be made for the re-evaluation of learning theory approaches to child development, with perhaps a place being found for the application of their constructs in the “microstructure” of the interplay of affect in dyadic interaction. An effective and intellectually satisfying “social behaviourism”, as proposed by Mead, might then serve to unify extant theories and approaches. Some such vision underlies the choice of themes addressed in this essay. However, the development of that vision is beyond its scope.
6 Concluding comments

In this paper I have undertaken the ambitious enterprise of reviewing a wide range of source material concerned with cognition and language. In particular, I have tried to understand how, in child development, the development of cognitive structures and functions interact with language acquisition. In my analysis, I hope to have shed some light on how the processes of signification arise and to have shown how intimately they are bound up with the ontogenesis of the self as a reflective system that can construct a self-image as a complement to its construction of images of others in social interaction. At least to my own satisfaction, I believe I have made a coherent synthesis of the, often contested, theories of Piaget, Vygotsky and Mead and have also shown the valuable contributions made by other contributors (e.g., Fischer and Corrigan, Pask).  
“The limits of my language are the limits of my world”, says Wittgenstein (1922). As in the strong senses of the Whorfian hypothesis, language has a determining function with respect to thought. I can only think in a categorical manner using the categories given. Perhaps the greatest achievement of philosophy (love of wisdom) is the use of reason against itself: as a tool that reveals its forms and limits. Creative thought and creative living may expand those limits. For example, at the end of the last section inter-subjectivity was looked at in terms of the world of feeling and shared affect was revealed. As yet, there is no agreed framework of concepts in which to categorise the complexity of states of affect and states of awareness of living creatures and how they are shared in interaction. Locked as we are, much of the time, in the categories of Western positivist science, their very reality is frequently obscured from view. The good news is that progress is being made, as indicated by the work of Newson and Newson (op. cit.) and other work on interpersonal perception and interaction (for example, that of Bateson, op. cit.).
The world is deep. As our understanding of child development increases, so are revealed the wonders and riches of life and lived experience. Perhaps, as others have suggested, man’s great treasure, his language mediated cognition, cuts him off from a more direct contact or communion with his world. Perhaps we are blinded by the light of our own consciousness. Perhaps, as products of mechanical, habitual processes of socialisation, we are asleep. Perhaps it is time to wake up.
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� This paper is a slightly updated and revised version of an essay prepared as part of an MSc course on ‘Child Development with Clinical Studies’, which constituted professional training as an educational psychologist, undertaken at the University of London, Institute of Education,1982-1983. It was published as Chapter 9 in Scott, B. (2011). Explorations in Second Order Cybernetics: Reflections on Cybernetics, Psychology and Education. echoraum, Vienna.





� I use the word “information” to refer to Bateson’s “differences that make a difference”. In the same spirit, Konorski (1961) says, “Information cannot be separated from its utilisation.” (See later.) This usage should be distinguished from the usage by Shannon and Weaver (1948), whose calculus is concerned with measuring, from an external observer’s perspective, the redundancy (or, equivalently, the variety) found in transmitted signals. 


� I am aware that Chomsky’s ideas have continued to evolve since he made this statement but I am only concerned here with addressing the question of innateness, not the more refined question of how different forms of language have evolved from a common ancestor.
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