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Ultrafinitism(Kornai 2003; Podnieks 2005; Yessenin-Volpin 1970; Gefter 2013; Lenchner 2020) postulates that we can only reason and compute relatively short objects(Seth Lloyd 2000; Krauss and Starkman 2004; Sazonov 1995; S. Lloyd 2002; Gorelik 2010), and numbers beyond certain value are not available. Some philosophers also question the physical existence of real numbers beyond a certain level of accurracy(Gisin 2019). This approach would also forbid many forms of infinitary reasoning and allow removing many from paradoxes stemming from a countable enumeration.

However, philosophers still disagree on whether such a finitist logic could be consistent(Magidor 2007), while constructivist mathematicians claim that "no satisfactory developments exist"(Troelstra 1988). We present preliminary work on a proof system based on Curry-Howard isomorphism(Howard 1980) and explicit bounds for computational complexity.

This approach invalidates logical paradoxes that stem from a profligate use of transfinite reasoning(Benardete 1964; Nolan forthcoming; Schirn and Niebergall 2005), and assures that we only state problems that are decidable by the limit on input size, proof size, or the number of steps(Tarski, Mostowski, and Robinson 1955).

Using a bound on cost and depth of the term for each inference, we independently developed a very similar approach to that used for cost bounding in higher-order rewriting(Vale and Kop 2021).

## 1 Introduction

By finitism we understand the mathematical logic that tries to absolve us from transfinite inductions(Kornai 2003). Ultrafinitism goes even further by postulating a definite limit for the complexity of objects that we can compute with(Seth Lloyd 2000; Krauss and Starkman 2004; Sazonov 1995; S. Lloyd 2002; Gorelik 2010). We assume these without committing to a particular limit.

In order to permit only ultrafinitist inferences, we postulate ultraconstructivism: we permit proofs, or constructions that are not just strictly computable, but for which there is a bound on amount of computation that is needed to resolve them. That means that we forbid proofs that go for an arbitrarily long time and require a deadline for any proof or computation.

For the sake of generality, we will attach this deadline in the form of bounding function that takes as arguments depths of input terms, and outputs the upper bound on the number of steps that the proof is permitted to make. Depths of input terms are a convenient upper bound on the complexity of normalized proof terms (those without the cut.)

## 2 Syntax and inference rules

| Size variables: | $v \in$ | V |
| :---: | :---: | :---: |
| Term variables: | $x \in$ | $X$ |
| Positive naturals: | $i \in$ | $\mathbb{N} \backslash\{0\}$ |
| Polynomials: | $\rho::=$ | $v\|i\| \rho+\rho\|\rho * \rho\| \rho^{\rho}\|\operatorname{iter}(\rho, \rho, v)\| \rho \llbracket{ }^{\text {c/ }}$ ¢ $\rrbracket$ |
| Data size bounds: | $\alpha::=$ | $\rho$ |
| Computation bounds: | $\beta \quad::=$ | $\rho$ |
| Types: | $\tau::=$ | $v\|\tau \wedge \tau\| \tau \vee \tau\left\|\forall x_{v}: \tau \rightarrow{ }_{\beta}^{\alpha} \tau\right\| \perp \mid \circ$ |
| Terms: | $E \quad::=$ | $v\|\lambda v . E\| i n_{r}(E)\left\|i n_{l}(E)\right\|(E, E) \mid()$ |
|  |  | $\text { case E of } \begin{aligned} & i n_{l}(v) \rightarrow E \\ & i n_{r}(v) \rightarrow E \end{aligned}$ |
| Environments: | $\Gamma \quad::=$ | $v_{1}: \tau^{1}{ }_{\beta_{1}}, \ldots, \tau^{n}{ }_{\beta_{n}}$ |
| Judgements: | $J::=$ | $\Gamma \vdash{ }_{\beta}^{\alpha} E: \tau$ |

Here $\rho^{\rho}$ is an exponentation, and $\operatorname{iter}\left(\rho_{1}, \rho_{2}, \rho_{3}\right) v$ is an iterated composition of function described by expression $\rho_{1}$ with respect to an argument variable $v$. The iteration happens $\rho_{2}$ times. The $\rho_{1} \llbracket v / \rho_{2} \rrbracket$ describes substitution, inside of $\rho_{1}$, of all instances of bound variable $v$ with $\rho_{2}$.

The polynomials will be standing on one of two roles: as an upper bound on the proof complexity, and there we will use symbol $\alpha$ as a placeholder, or to state an upper bound on the number of constructors in the proof indicated by the symbol $\beta$. That is because the number of constructors may sometimes bound a recursive examination of the proof of a proposition.

Notation $\forall x_{v}: A \Longrightarrow \underset{\beta(v)}{\alpha(v)} B$ binds proof variable $x$ with type of $A$, and then bound in polynomials $\alpha(v)$ for complexity and $\beta(v)$ for depth of the normalized term.

In theory we could attach a pair to each proposition and judgement $A_{(\alpha, \beta)}$ that would describe both complexity $\alpha$ of computing the proof and a depth $\beta$ of the resulting witness. However, in most cases, one of these would be 1 or could be inferred from the remaining information.

### 2.1 Inference rules

$$
\begin{aligned}
& \frac{\Gamma \vdash_{\beta}^{\alpha} y_{\beta}: A \quad v \in V}{\Gamma, x_{\beta}: A \vdash_{\beta}^{1} x: A} \text { var } \quad \overline{\Gamma \vdash{ }_{\beta}^{1}(): \circ} \text { unit } \\
& \frac{\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} a^{1}: A^{1} \quad \Gamma \vdash_{\beta_{2}}^{\alpha_{2}} a^{2}: A^{2}}{\Gamma \vdash_{\max \left(\beta_{1}, \beta_{2}\right)+1}^{\alpha_{1}+\alpha_{2}}\left(a^{1}, a^{2}\right): A^{1} \wedge A^{2}} \text { pair } \quad \frac{\Gamma \vdash_{\max \left(\beta_{1}, \beta_{2}\right)}^{\alpha} e: A^{1} \wedge A^{2} \quad i \in\{1,2\}}{\Gamma \vdash_{\beta-1}^{\alpha+1} p r j_{i} e: A^{i}} \operatorname{prj}_{i} \\
& \frac{\Gamma \vdash_{\beta}^{\alpha} e: A^{i} \quad i \in\{l, r\}}{\Gamma \vdash_{\beta+1}^{\alpha+1} i n_{i}(e): A^{1} \vee A^{2}} i n j \quad \frac{\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} e: A \quad \alpha_{1} \leq \alpha_{2}}{\Gamma \vdash_{\beta_{2}}^{\alpha_{2}} e: A} \quad \beta_{1} \leq \beta_{2}, \text { subsume }
\end{aligned}
$$

$$
\frac{\Gamma, x_{v}: A \vdash_{\beta(v)}^{\alpha(v)} e: B}{\Gamma \vdash_{\beta(1)+1}^{\alpha(1)+1} \lambda x . e: \forall a_{v}: A \rightarrow_{\beta(v)}^{\alpha(v)} B} \text { abs } \quad \frac{\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} e: \forall a: A_{v} \rightarrow_{\beta_{2}(v)}^{\alpha_{2}(v)} B \quad \Gamma \vdash_{\beta_{3}}^{\alpha_{3}} a: A}{\Gamma \vdash_{\beta_{2}\left(\beta_{3}\right)}^{\alpha_{1}+\alpha_{2}\left(\beta_{3}\right)+\alpha_{3}} e a: B} a p p
$$

Please note that notation $\forall x_{v}: A \rightarrow_{\beta(v)}^{\alpha(v)} B$ has a size variable $v$ declared as a depth of term variable $x$, and then bound in polynomials $\alpha(v)$ and $\beta(v)$ The notation $\alpha(1)$ is a shortcut for $\alpha \llbracket 1 / v \rrbracket$ in the rules $a b s$ and $a p p$.

With the exception of bound, and rec these are all reinterpretations of rules for intuitionistic logic(Brouwer 1981; Van Dalen 1986; Sørensen and Urzyczyn 1998), enriched with bounds on the proof length $\alpha$ and normalized term depth $\beta$.

Please note that these rules all maintain bounded depth with no unbounded recursion. We add an explicit bounded recursive definition (like the definition of the closure) with this rule:

Here the depth of the term must decrease at each step of the recursion.

### 2.2 Simplifying bound polynomials

Our inference rules rely on computing polynomial bounds and their inequality. Here we note a few inequalities that simplify reasoning about these bounds, albeit at the cost of making them somewhat looser.

First, we note that all variables are positive naturals because they represent the data of non-zero size: $x \geq 1$.

That means that the following laws are true, assuming that $x, y, \ldots \geq 1$ are data size variables in the environment, $1 \leq e \leq f$ and $1 \leq g \leq h$ are arbitrary positive expressions, and $a, b, c \ldots \geq 1$ are constants. For easier use, the rules are presented in left-to-right order, just like conventional rewrite rules.

$$
\begin{aligned}
& \text { (1) } a * x^{e}+b * x^{f} \leq(a+b) * x^{f} \\
& \text { (2) } a * x^{e} * y^{g} \leq a * x^{f} * y^{h} \\
& \text { (3) } \operatorname{iter}(e, g, x) \leq \operatorname{iter}(f, h, x) \\
& \text { (4) } \quad \operatorname{iter}(a * x, e, x)=a^{e} * x \\
& \text { (5) } \operatorname{iter}(x+a, e, x)=x+a * e \\
& \text { (6) } \quad \operatorname{iter}\left(x^{e}, g, x\right)=x^{e^{g}}
\end{aligned}
$$

We may thus use these rules to loosen the bound in such a way as to reduce the size of the polynomial and make it a sum of a single term in all variables and an additional constant term. This reduction may be delayed until we have bound to verify.

We may use inference rules leaving polynomials as the holes to be filled by the framework interpreter.

### 2.3 Reduction

Reduction relation is defined as small step semantics(Plotkin 2004) in order to preserve number of computational steps made over the course of evaluation.

$$
\begin{aligned}
& {\left[\begin{array}{lll} 
\\
{\text { case } i n_{r}}(a) \text { of } \begin{array}{lll}
i n_{l}(x) & \rightarrow & b ; \\
i n_{r}(y) & \rightarrow & c ;
\end{array} \Longrightarrow_{1} c \llbracket a / x \rrbracket
\end{array}\right. \text { eval - case - right }} \\
& \frac{\operatorname{occurs}(x, e)=k}{(\lambda x . e) f \Longrightarrow_{k} e \llbracket f / x \rrbracket} \text { eval - app } \quad \frac{e \Longrightarrow_{n} e^{\prime} \quad i \in\{l, r\}}{i n_{i}(e) \Longrightarrow_{1} i n_{i}\left(e^{\prime}\right)} \text { eval - sum } \\
& \overline{\operatorname{prj} j_{r}(a, b) \Longrightarrow_{1} a} \text { eval - prr } \quad \overline{p r j_{l}(a, b) \Longrightarrow_{1} b} \text { eval }-p r l \\
& \frac{a_{l} \Longrightarrow_{n} a_{l}^{\prime}}{\left(a_{l}, a_{r}\right) \Longrightarrow_{n}\left(a_{l}^{\prime}, a_{r}\right)} \text { eval - pairleft } \quad \frac{a_{r} \Longrightarrow_{n} a_{r}^{\prime}}{\left(a_{l}, a_{r}\right) \Longrightarrow_{n}\left(a_{l}, a_{r}^{\prime}\right)} \text { eval }- \text { pairright }
\end{aligned}
$$

## 3 Sketching the proofs

### 3.1 Consistency

After elision of bounds and rule subsume we see the rules for intuitionistic logic. Thus consistency can be proved by the consistency of intuitionistic logic(Brouwer 1981; Van Dalen 1986; Sørensen and Urzyczyn 1998).

### 3.2 Strong normalization

Please note that all rules increase polynomial bound on computation effort: $\alpha$. Thus if we are able to infer a judgement with a valid bound, we get a bounded judgement.

The depth bound $\beta$ is used for delimiting recursion depth since it has to decrease at each stage of loop application rec.

### 3.3 Valid proposition with a fixed bound

Every valid proposition with a fixed bound on input $n$ can be checked by enumerating inputs, and is thus decidable. This comes at the cost of complexity that increases by $\alpha(n) * a^{n}$, where $n$ is the depth of input, since we need to enumerate all inputs of depth $n$.

### 3.4 Expressivity

It is easy to show that our logic can emulate bounded loop programs(Meyer and Ritchie 1967) which have power equivalent to primitive recursive functions(Robinson 1947).

One could muse that this class does not cover all Bounded Turing Machine(Hopcroft and Ullman 1968) programs. In order to support these, we would need to define more general bounding functions.

One can replace iterated polynomials with arbitrary bounding functions, as long as they are additive and substitutable. These are the operations used in inference rules. However, such functions are more difficult to bound and compute themselves.

It has been proven that any function whose complexity is bounded by primitive recursive function is also primitive recursive(Denning, Dennis, and Qualitz 1978), which means that estimating our complexities would become an impossibly long endeavour.

To give an example of simplified Ackermann function which is the best known example of function beyond PRA, evaluation takes $A(5)=2^{2^{2^{2^{16}}}}-3$ (Knuth, Ellerman, and Consigli 2016). That means that these evaluations quickly get out of hand and indeed outside of any reasonable limits.

## 4 Related work

Note that the problem with transfinite arguments has been spotted long before(Kornai 2003; Podnieks 2005; Yessenin-Volpin 1970; Gefter 2013; Lenchner 2020). Automatic theorem provers like Coq require a bounding function for each inductive definition(Nordström 1988; Paulin-Mohring 1993; Bertot and Komendantsky 2008). This bounding function is required to monotonically decrease with each recursive call. This makes all recursive definitions wellfounded(Nordström 1988).

However, the bounding function may be very large, and impossible to compute within reasonable time. Cost calculi for functional languages attempt to assign cost to certain operations in order to reason about time and space complexity (Sands 1990). They do not require all proofs and propositions to carry the cost as we do.

Philosophers have long postulated distinction between feasible computations and unfeasible ones(Yessenin-Volpin 1970), however it was considered unclear whether it is possible to realize this distinction on the basis of a logic(Troelstra 1988), with some claiming that such a logic could not be consistent(Magidor 2007).

There exist logics that implicitly constrain computational complexity of the proofs, for example Bounded Arithmetic(Krajicek 1995) that is restricted to computations in polynomial time. However, most of them are significantly weaker than class of primitive recursive functions which is considered to contain most useful programs. This would put the logician in a position of trying to state a widely known facts about objects that are inexpressible within the logic.

## 5 Future work

In future work, we will attempt to characterize the realm of ultrafinitist theorems. For example, the famous undecidability example that refers to an input and a program of an arbitrary length seems impossible to define in this framework. In particular any program bounded by $\alpha(x)$ for any input $\beta(x)$ might be checked for termination within a significantly larger but still bounded limit of $\alpha^{\beta(x)}(x)$. Another avenue of future work would be to define a full type theory, dependently typed language and an automatic prover for these inference rules. Since polynomials $\alpha(x)$ are monotonic, it is likely that the proof strategy will be also bounded in this case. We thus aim to prove that bounded proofs invalidate transfinite arguments like Cantor's diagonalization.

## 6 Discussion

We have shown a possible consistent logic for inference with a strictly bounded number of steps. This allows us to limit our statements by the length of acceptable proof, and thus
define statements that are both true, and computable within Bremermann-Gorelik limit(Gorelik 2010) ${ }^{1}$ This inference system explicitly bounds both the length of the resulting proof, and the bounds on the depth of the normalized result term. This allows avoiding inconsistencies suggested by philosophical work, and at the same time steers away from relatively weak logics with implicit complexity like Bounded Arithmetic(Krajicek 1995), which capture polynomial time hierarchy.

Please note that we avoid any implicit treatment of computational complexity here so that the power of the logic is not constrained implicitly.
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## Appendix: Facilities

Here we discuss possible extensions that will make it easier to use the framework.

## Inductive types

Inductive types can be encoded with finite pairs and sums above, but we can also have mutually recursive declarations of the form:

$$
I::=\operatorname{data} t \tau^{*}=\left[\begin{array}{cc}
c & \left.a^{*}\right]^{+}
\end{array}\right.
$$

Where:

- $t \in T$ is a type identifier,
- $\tau=V$ is a type variable,
- $c \in C$ is a constructor identifier,
- $a::=\tau \mid t a^{*}$ which means that argument to a constructor is either a type variable, or a type constructor and a list of arguments.

For each type constructor we have a fixed arity of type arguments, and ditto for any constructor $c$ for this type. We also need to compute a minimum depth of the type, which is a minimum of minimal depths for each constructor. Minimal depth for each constructor is a maximum of all its arguments, or 1 if there are no arguments. For a set of data types to be valid, they have to all possess a minimum depth that is a finite number.

Please note that this definition explicitly forbids inductive types that are empty, or do not have a finite construction.

$$
\begin{aligned}
& \frac{\Gamma_{c} \vdash_{\beta_{\vee}}^{\alpha \vee} a: I a^{1} \ldots a^{n} \quad \Gamma_{c} \vdash_{e_{1}: B}^{\beta_{1}(v)}}{\alpha_{1}} \ldots \Gamma_{c} \vdash_{\beta_{n}(v)}^{\alpha_{n}(v)} e_{n}: B \quad C_{1} r^{1,1} \ldots r^{1, k_{1}} \rightarrow e_{1} ; \quad \text { case } \\
& \Gamma_{c} \vdash_{\max \left(\beta_{1}\left(\beta_{\vee-1}\right), \ldots, \beta_{n}\left(\beta_{\vee-1}\right)\right)}^{\alpha_{\vee}+\max _{k}\left(\alpha_{1}\left(\beta_{\vee-1}\right), \ldots, \alpha_{n}\left(\beta_{\vee-1}\right)\right)} \text { case } \operatorname{lof} \underset{C_{n}}{\ldots, 1} \quad: B \\
& C_{n} r^{n, 1} \ldots r^{n, k_{n}} \quad \rightarrow \quad e_{n}
\end{aligned}
$$

## Example terms

$$
\begin{aligned}
\operatorname{Nat}_{\beta} & =\operatorname{rec}(\circ \vee x, \beta, x) \circ \\
\text { zero } & =i n_{l}(()) \\
\text { succ } & =\lambda x_{v} \rightarrow{ }_{v+1}^{1} \operatorname{in}_{r}(x) \quad:_{1}^{1} \quad \operatorname{Nat}_{v+1} \quad \operatorname{Nat}_{v} \rightarrow N a t_{v+1} \\
\text { induction } & =\lambda\left(s_{v}: A \rightarrow{ }_{\beta_{s}(v)}^{\alpha_{s}(v)} A\right) \rightarrow \lambda\left(b_{w}: A_{w}\right) \rightarrow \lambda\left(n_{u}: N a t_{u}\right) \rightarrow \operatorname{rec}(s, b, n)
\end{aligned}
$$

## Metareasoning

We may now encode the type constructors:

$$
\begin{array}{ll}
\llbracket A \vee B \rrbracket & =\operatorname{in}_{l}\left(i n_{l}((\llbracket A \rrbracket, \llbracket B \rrbracket))\right) \\
\llbracket A \wedge B \rrbracket & =i_{l}\left(i_{r}((\llbracket A \rrbracket, \llbracket B \rrbracket))\right) \\
\llbracket \forall x_{v}: A . B \rrbracket & =i n_{r}\left(i n_{l}((\lambda x: A \cdot \llbracket B \rrbracket,(\llbracket \alpha \rrbracket, \llbracket \beta \rrbracket)))\right) \\
\llbracket \odot \rrbracket & =i n_{r}\left(i n_{r}(())\right)
\end{array}
$$

This encoding allows us to make operations on types akin to generic programming in Haskell(Magalhães et al. 2010)

Our inference rules rely on computing polynomial bounds and their inequality. Given that all variables are positive naturals because they represent the data of non-zero size: $x \geq 1$, we may simplify these polynomials with a set of simple inequalities.

Note that every type term in the normal form is longer than its own type.
In order to encode types, we also need to encode polynomials:

$$
\begin{array}{ll}
\llbracket v \rrbracket & =i n_{l}\left(i n_{l}\left(i n_{l}(\mathbb{B}(v))\right)\right) \\
\llbracket i \rrbracket & =i n_{l}\left(i n_{l}\left(i n_{r}(i)\right)\right) \\
\llbracket i) & =i n_{l}\left(i n_{r}\left(i n_{l}\left(\left(\llbracket \rho_{1} \rrbracket, \llbracket \rho_{2} \rrbracket\right)\right)\right)\right. \\
\llbracket \rho_{1}+\rho_{2} \rrbracket & =i n_{l}\left(i n_{r}\left(i n_{r}\left(\left(\llbracket \rho_{1} \rrbracket, \llbracket \rho_{2} \rrbracket\right)\right)\right)\right. \\
\llbracket \rho_{1} * \rho_{2} \rrbracket & =i n_{r}\left(i n_{l}\left(i n_{l}\left(\left(\llbracket \rho_{1} \rrbracket, \llbracket \rho_{2} \rrbracket\right)\right)\right)\right. \\
\llbracket \rho_{1}^{\rho_{2} \rrbracket} & =i \operatorname{lin}\left(\rho_{1}, \rho_{2}, v, \rrbracket\right) \\
\llbracket i e r & =i n_{r}\left(i n_{l}\left(i n_{r}\left(\left(\llbracket \rho_{1} \rrbracket,\left(\llbracket \rho_{2} \rrbracket, \llbracket v \rrbracket\right)\right)\right)\right)\right) \\
\llbracket \rho_{1} \llbracket v / \rho_{2} \rrbracket \rrbracket & =i n_{r}\left(i n_{r}\left(i n_{l}\left(\left(\llbracket \rho_{1} \rrbracket,\left(\llbracket \rho_{2} \rrbracket, \mathbb{B}(v)\right)\right)\right)\right)\right)
\end{array}
$$

Above we assume that $\mathbb{B}(v)$ is de Brujin index of the variable.


[^0]:    ${ }^{1}$ A computation run by computer the size of Earth within the lifespan of Earth so far. Of the order of $10^{93}$.

